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Heat Transfer

Foreword to the Special Issue on Computational Heat Transfer

It is our great pleasure to present this Special Issue of the Jour-
nal of Heat Transfer which is being published in honor of Profes-
sor Suhas V. Patankar’s 65th birthday in 2006. This issue not only
highlights Professor Patankar’s seminal contributions to computa-
tional heat transfer and fluid dynamics (CFD) research and peda-
gogy, but also gives us an opportunity to review the current status
and future prospects of CFD.

We may argue about when CFD really began, whether it was
with Lewis Richardson’s work on the computation of creeping
flow in 1910, or with the publication of the landmark paper by
Courant, Friedrichs, and Lewy in Mathematische Annalen in
1928, or with Harlow and Fromm’s 1965 Scientific American ar-
ticle, “Computer Experiments in Fluid Dynamics.” There is little
doubt though, that the last 40 years have been an exhilarating time
for CFD. Professor Patankar has been an integral part of the evo-
lution of modern CFD, and one of its most significant architects.

Professor Patankar was born on February 22, 1941 in Pune,
India. He obtained his B.E and M.Tech degrees from Pune Uni-
versity. He obtained his Ph.D. from Imperial College, London in
1967 under Professor Brian Spalding, marking the beginning of a
long and fruitful collaboration. He taught at the Indian Institute of
Technology, Kanpur, from 1967 to 1970. He returned to Imperial
College in 1970, and working with Professor Spalding, published
a series of papers, including their landmark 1972 paper describing
the SIMPLE algorithm, one of the most cited papers in the thermal-
fluid sciences literature. Professor Patankar taught at the Univer-
sity of Waterloo in 1973-1974, and joined the Department of Me-
chanical Engineering at the University of Minnesota in 1974,
which became his home for over 25 years until his retirement in
2000. He founded the CFD company Innovative Research Inc. in
1987, and now serves as its President.

Professor Patankar’s career spans the arc of modern CFD, from
its modest beginnings in the 1960s, to its near-ubiquity as an
industrial analysis and design tool a scant 40 years later. The great
majority of the computational work done in the 1950s and 1960s
addressed either Euler flows or creeping flows. Professor Patan-
kar’s Ph.D. thesis on the computation of two-dimensional bound-
ary layers marks one of the earliest attempts to resolve boundary
layer growth through the use of a flow-conforming mesh. The
generalization of 2D boundary layer computations to three-
dimensional parabolic situations necessitated the invention of the
SIMPLE algorithm in 1972 to compute pressure in incompressible
flows. The remarkable computational economy afforded by
SIMPLE facilitated the simulation of surprisingly complex fluid
flows through the 1970s and 1980s, despite the relative paucity of
computer resources. Over the years, the SIMPLE algorithm and its
variants have become the mainstay of a vast variety of elliptic
incompressible flow calculations, and today form the core solver
engine of most commercial finite volume CFD codes.

Another critical advance in popularizing CFD was the develop-
ment of boundary-fitted and unstructured finite volume schemes to
address complex geometries. The path to their development was
not straightforward, however. Early pressure-based schemes such
as SIMPLE employed staggered storage of pressure and velocity to
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overcome difficulties with the occurrence of spurious pressure
modes. To translate these staggered schemes to body-fitted
meshes, grid-following co- and contravariant velocity systems had
to be used. Professor Patankar and his students, as well as other
researchers, developed this class of techniques in the early 1980s.
However, these methods were still geometrically too cumbersome,
and co-located or nonstaggered schemes were invented. Here too,
Professor Patankar and his students developed one of the earliest
co-located pressure-velocity formulations in the literature in
1980-1981, and variants and extensions of these ideas can again
be found in many commercial CFD solvers today.

Ultimately, body-fitted meshes were themselves judged too in-
flexible for commercial use, and the remarkable expansion of
CFD into the industrial arena could not occur without the devel-
opment of unstructured finite volume techniques. Here too, Pro-
fessor Patankar’s imprint is clear. In the early 1980s, he and his
students developed a class of unstructured finite volume tech-
niques combining ideas of scalar conservation with finite-
element-like shape functions. Triangular and quadrilateral ele-
ments were addressed in their early work. These techniques,
called the control-volume finite element methods (CVFEMs), in-
spired the invention of cell-based unstructured finite volume solv-
ers in the 1980s and early 1990s, which sought to simplify the
geometric complexity of CVFEMs, and to generalize them to the
arbitrary polyhedral cells necessary for true flexibility. These ad-
vances, combined with advances in solid modeling and unstruc-
tured mesh generation, finally made CFD versatile enough for
routine industrial use.

Over the years, CFD textbooks and undergraduate and graduate
curricula were developed to support the ever-expanding need for
CFD practitioners in industry. Professor Patankar’s contributions
to CFD pedagogy are also significant. His excellence as a teacher
is legendary. His 1980 textbook, Numerical Heat Transfer and
Fluid Flow, remains to this day a model of simplicity and clarity,
and one of most coherent explications of the finite volume tech-
nique ever written.

With all the success that CFD has enjoyed, what opportunities
for future work remain? The greatest opportunities are, of course,
afforded by the continuing expansion in computational resources.
With the advent of petascale computing, many of the computa-
tional economies that drove the invention of SIMPLE and its vari-
ants may no longer be necessary. Thus, more robust (albeit more
storage-intensive) pressure-velocity coupling schemes are already
being developed and may soon become the mainstay of commer-
cial solvers. Robust handling of more challenging physics, ad-
dressing turbulence, multiphase flows, chemically reacting flows,
and other complexities, are necessary. In particular, simulation of
turbulence has been radically improved through direct numerical
simulation (DNS) and large eddy simulation (LES) of turbulence
that provide spatially- and temporally-resolved calculations of the
unsteady flowfield and do not require the modeling of the entire
spectrum of turbulent fluctuations. LES tools are now increasingly
being integrated into many commercial solvers, and it is antici-
pated that these tools will be further refined and utilized to a
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significantly greater extent by industry and academia in the next
decade. Simulation itself will become more ubiquitous, signifi-
cantly more multiphysics, multiscale, and design-oriented, and
less and less the purview of experts. These trends inevitably de-
mand better quantification of error and uncertainty propagation,
and the development of expert systems to guide users.

The special issue consists of 17 full-length papers and five tech-
nical briefs representing a spectrum of topics in CFD from new
methodologies and model developments to applications ranging
from nano- to macro-thermal-fluid systems. The first paper in the
issue is a review paper by Professor Patankar’s students and as-
sociates and reviews the developments in CFD methodology, from
SIMPLE-based methods to control-volume-based finite element
methods (CVFEMs), in which Professor Patankar had a defining
role. The remaining papers in the issue are contributed papers that
have all been rigorously reviewed according to the Journal Heat
Transfer standards.

406 / Vol. 129, APRIL 2007

We appreciate the overwhelming support of the heat transfer
community, and the contributions of many experts in the CFD
area that have made the special issue possible. On behalf of all the
students and associates of Professor Patankar, we would like to
thank him for introducing us to CFD and providing us the educa-
tion and training that have helped us to build our own paths in
industry or academia. We would also like to thank Professor
Jaluria and the Journal of Heat Transfer for graciously agreeing to
produce a special issue on computational heat transfer and fluids
in honor of Professor Patankar.

On the occasion of Professor Suhas Patankar’s 65th birthday,
we ask you to join us in acknowledging his seminal contributions
to CFD, and wishing him many more happy years of computing.

S. Acharya

J. Murthy
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Pressure-Based Finite-Volume
Methods in Computational Fluid
Dynamics

Pressure-based finite-volume techniques have emerged as the methods of choice for a
wide variety of industrial applications involving incompressible fluid flow. In this paper,
we trace the evolution of this class of solution techniques. We review the basics of the
finite-volume method, and trace its extension to unstructured meshes through the use of
cell-based and control-volume finite-element schemes. A critical component of the solu-
tion of incompressible flows is the issue of pressure-velocity storage and coupling. The
development of staggered-mesh schemes and segregated solution techniques such as the
SIMPLE algorithm are reviewed. Co-located storage schemes, which seek to replace
staggered-mesh approaches, are presented. Coupled multigrid schemes, which promise to
replace segregated-solution approaches, are discussed. Extensions of pressure-based
techniques to compressible flows are presented. Finally, the shortcomings of existing
techniques and directions for future research are discussed. [DOL: 10.1115/1.2716419]
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1 Introduction

Over the last decade, computational fluid dynamics (CFD) has
become a staple of industrial design and analysis. CFD analysis is
now common in applications as diverse as automotive aerodynam-
ics and underhood cooling, chemical and materials processing,
electronics cooling, food processing, and in the pharmaceuticals,
aerospace and power generation sectors. With the widespread
availability of inexpensive computational power, it is now routine
for the industrial design engineer to run simulations involving
millions of degrees of freedom, and to address an enormous range
of physics, including, for example, laminar and turbulent single
and multiphase flows, rheologically complex flows, chemical re-
actions and combustion, participating radiation, and flow and heat
transfer in porous media. The rapid spread of CFD is all the more
impressive because it has happened over a relatively short time
frame of about 40 years. A central element has, of course, been
the exponential increase in computer power. An equally important
element has been the development of computational algorithms
that could exploit this power. The seminal work of Harlow and
co-workers [1,2] in the 1950s and 1960s, the development of
pressure-based solution techniques by Patankar and Spalding [3],
the computation of Euler flow over a complete aircraft by Jame-
son and co-workers [4], and the emergence of computational tech-
niques for complex geometries, are important landmarks in the
development of CFD as an industrial tool.

In addition to the development of modern computer-aided de-
sign software and powerful structured and unstructured mesh gen-
eration techniques, a central factor in the success of CFD has been

Contributed by the Heat Transfer Division of ASME for publication in the Jour-
NAL OF HEAT TRANSFER. Manuscript received December 31, 2006; final manuscript
received January 7, 2007. Review conducted by Yogesh Jaluria.
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the development of robust solution kernels for incompressible
flows. Solution techniques for Euler and viscous compressible
flows, suitable for the aerospace and defense industries, had long
been the focus of CFD development. However, incompressible
flows form a large percentage of industrial flows, and efficient and
robust techniques to address them were developed through the
1960s and 1970s using pressure-based finite-volume methods. The
earliest finite-volume methods were formulated for regular
meshes [5], and employed sequential pressure-based solution al-
gorithms, such as SIMPLE [3]. The robustness and efficiency of this
class of techniques allowed the solution of a wide variety of two-
and three-dimensional viscous flows despite relatively meager
computational resources ([6,7], for example). By the 1980s, ef-
forts were underway to expand the reach of finite-volume methods
to body-fitted and block-structured meshes [8-10]. Eventually,
versatile unstructured finite-volume methods were developed by
the 1990s [11-15]. Their deployment in commercial software
marked the transition of CFD from use by relatively small num-
bers of experts to widespread use by industrial analysts and de-
signers. The generalization to unstructured meshes also required a
shift away from staggered-mesh techniques [5], which could not
easily be implemented in an unstructured framework, to co-
located and equal-order pressure-velocity storage approaches
[12,16,17]. Widespread availability of inexpensive memory also
spurred the development of fast multigrid solution techniques
[18-20] to replace low-memory sequential procedures such as
SIMPLE, and the extension and refinement of these techniques to
the unstructured framework continues apace [21]. Over the years,
extensions of pressure-based formulations to compressible flows
([22-24], for example) and the development of auxiliary models
for heat transfer, turbulence, chemical reactions, and other phys-
ics, have broadened the application base of CFD.

APRIL 2007, Vol. 129 / 407
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Fig. 1 Control volume around P and associated nomenclature

In this paper, we review the development of finite-volume tech-
niques for incompressible flows. We first present the basic finite-
volume discretization in Sec. 2. We review the development of
staggered-grid methods and sequential solution techniques such as
the SIMPLE algorithm and its variants in Sec. 3. Co-located storage
schemes are reviewed in Sec 4. Section 5 discusses finite-volume
schemes for complex geometries, and Sec. 6 reviews the exten-
sion of pressure-based methods for compressible flows. We
present an overview of coupled solution techniques that seek to
supplant sequential procedures in Sec. 7. The paper closes with an
assessment of the state-of-the-art, and makes some recommenda-
tions for future work.

2 Basic Finite-Volume Method

The basic finite-volume method begins with the generic scalar
transport equation governing the transport of mass, momentum,
energy, and other transported scalars [5]

L))+ V- (V) =V T,V $+5, (1)

Here, p is the mass density, ¢ the transported scalar, V the veloc-
ity vector, F¢, the diffusion coefficient, and S 4 the source term.
For simplicity, we consider a rectangular geometry, which is dis-
cretized into rectangular control volumes or cells, as shown in Fig.
1. The values of ¢, p, and Fd> are stored at cell centroids. Inte-
grating Eq. (1) over the control volume AV associated with cell P
and over the time step A7 in the manner described in [5] yields

(pd)p— ()} ( 0_¢> ( a_qS)
—Az AV + pmﬁ—l_‘(?x A, - pugb—rﬁx A,

e w

i
+|{pvp-T— | A,—-|pvp-T—| A,=S,AV 2
(p¢ ay ) An pvd oy ) A= 50 2
Here, A,, A,,, A,, and A, represent the cell-face areas in Fig. 1.
Equation (2) represents the conservation of ¢ over the control
volume P. Convective and diffusive fluxes are evaluated at the
cell-face centroids (e,w,n,s). A variety of first-order and second-
order discretizations suitable for structured meshes have been
published [5,25-27] to relate cell-face values of ¢ and its spatial
gradients to the value of ¢ at the cell centroids. Extensions to yet
higher-order schemes is possible, but would require higher-order
quadratures in making the transition from Eq. (1) to Eq. (2). A
first-order implicit time integration has been employed in Eq. (2)
with unsuperscripted variables representing the current (unknown)
time level, and the superscript “o” representing the previous time
level; however, higher-order time stepping schemes are easily ad-
mitted as well. The discretization procedure yields a set of
coupled algebraic equations relating the cell-centered value ¢p to
that of its neighbors nb (E, W, N, S in Fig. 1). Thus
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apep= E

nb=E,W,N,S

Ay P+ bp (3)

The nominally linear algebraic set represented by Eq. (3) can be
solved using a variety of direct and iterative techniques, though
iterative techniques have traditionally been preferred because of
their low memory requirements and operation count. Since the
mesh in Fig. 1 admits line structure, line-based solvers such as the
line-by-line tri-diagonal matrix algorithm (LBL-TDMA) [5] are
preferred. Patankar [5] has described sequential iterative proce-
dures for solving multiple nonlinear coupled transport equations
like Eq. (1), whereby each governing equation is discretized and
solved over the domain in turn. Such an approach is low in
memory requirements, and linear in the number of solution vari-
ables, and has formed the mainstay of many general-purpose solv-
ers. However, the loose inter-equation coupling implicit in a se-
quential procedure can lead to divergence when governing
equations are strongly dependent on each other. The coupling be-
tween the momentum and continuity equations presents a particu-
lar difficulty and may be addressed by coupled solvers such as
those described in Sec. 7.

The principle of conservation embodied in Eq. (2) can be used
not only for the rectangular control volumes shown in Fig. 1, but
for any closed volume. This idea forms the basis of unstructured
discretizations based on arbitrary polyhedra [11-15]. However, as
shown in Sec. 5, a number of scheme-specific details must be
worked out. For example, with unstructured meshes, neither the
line-based higher-order discretization schemes in [25] nor line-
based linear solvers [5] can easily be used.

3 Semi-Implicit Calculation Procedures: SIMPLE and
Variants

The incompressible continuity and momentum equations can, in
principle, be cast into the form of Eq. (1) and discretized as in
Sec. 2, with the resulting algebraic equation sets being solved
sequentially and iteratively. However, for incompressible flows, a
central problem is encountered if sequential procedures are used
[5]. If we identify the continuity equation as an equation for den-
sity, and each momentum equation as an equation for the corre-
sponding velocity, we may devise a sequential solution procedure
for their solution. However, density is constant in incompressible
flows, and cannot be used as a solution variable. Pressure, which
is the appropriate solution variable, does not appear explicitly in
the continuity equation, and is not related to density through an
equation of state. In sequential pressure-based schemes, this prob-
lem is solved by developing a pressure equation through appro-
priate manipulation of the discrete continuity equation, as dis-
cussed in this section.

Since its conception in 1972, the SIMPLE (Semi-Implicit Method
for the Pressure Linked Equations) algorithm of Patankar and
Spalding [3] has been extensively used to solve the coupled
pressure-velocity equations in incompressible flow problems.
Over the years, a number of modifications to the SIMPLE algorithm
have been proposed; the two most popular approaches with im-
proved convergence properties have been the SIMPLE-Consistent
(SIMPLEC) scheme of Van Doormaal and Raithby [28] and the
SIMPLE-Revised (SIMPLER) scheme of Patankar [5]. Issa and co-
workers have proposed the piSO (Pressure-Implicit with Splitting
of Operators) algorithm [29,30] which is a noniterative time-
marching procedure. In this section, we will briefly describe the
SIMPLE approach, and some of its variants, and point out the pros
and cons of these approaches.

3.1 Finite-Volume Discretization. The differential equations
expressing the conservation of momentum and mass are special
cases of Eq. (I1). The momentum equation may be written by
replacing ¢ in Eq. (1) by the velocity component u; in the ith
coordinate direction. The continuity equation may be written as-
suming ¢ to be unity [5]. Thus
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Here, u; represents the velocity components # and v of the veloc-
ity vector V, p is the pressure, u is the dynamic viscosity, and
(S.+Spu;) is the linearized source term [5]. The pressure does not
appear explicitly in the continuity equation, but is specified indi-
rectly through the requirement of mass conservation.

In the Patankar-Spalding method [3,5], the finite-volume
scheme described in Sec. 2 is used to discretize the continuity and
momentum equations. In solving incompressible flow equations, a
staggered grid (Fig. 2(a)) is frequently used to eliminate the pos-
sibility of checkerboarded pressure and velocity fields [2,3]. Co-
located or nonstaggered storage schemes have also been devel-
oped [12,16,17] and are discussed in Sec. 4.

If a staggered-grid arrangement is used (Fig. 2), the resulting
discretized equations for u, and v,, are

AV
(a, + pAV/IAt)u, = 2 Aty + AP, = pg) + SAV + pAt u’

e
nb

(6)

°AV
(a, + pAVIAH, = E A0+ APy —py) + SAV + pAz vy
nb

™)

The expressions for the coefficients a,, a,, and a,;, depend on the
choice of the profile approximations (or differencing scheme) in
each coordinate direction.

Equations (6) and (7) represent the finite-volume analogs of the
unsteady momentum equations; steady-state results can be ob-
tained by marching in time. If only steady-state solutions are of
interest, it is not necessary to obtain converged results of the sys-
tem of algebraic equations at each time step. Therefore, at each
time step, the coefficients need be calculated only once, based on
the previous time step solution, and a partially converged result
for the system of equations obtained. The results approach steady-
state values through successive time-stepping. This approach is
termed the time-marching procedure in this section.

An alternative approach, which uses an iterative method, is to
start with the steady-state form of Egs. (6) and (7) and to solve
these equations in an iterative framework using under-relaxation.
These under-relaxed discretized equations have the form

( 1-\
a1+

Journal of Heat Transfer

%
e

(®)

1—
)ue =X apit,y +A(p,— pp) + S AV +

a.u

-\

s«
av,

)

where \ is the under-relaxation factor, and u:, v: indicate results
from the previous iteration. Successive solution of Egs. (8) and
(9), with the coefficients updated at each iteration, results in the
steady-state solution.

In the discussion that follows, the discretized momentum equa-
tions (Egs. (6) and (7) or Egs. (8) and (9)) are first re-written for
convenience as

a1+

n

—

1-
)Un = Ea,,bv,,b +An(pp _pN) + SCAV+

(10)
(11)

5@“6 = Eanbunh + Ae(pp _pE) + be
a~nvn = 2anhvnh + An(pp _pN) + bn

3.2 sIMPLE Algorithm. For a guessed pressure field p*, the
velocities «" and v™ satisfy

au, =Eanbu:b+Ae@;—pz) +b, (12)

@, =3a,0,, + AP, = py) +b, (13)

If Egs. (12) and (13) are subtracted from (10) and (11), the fully
implicit velocity correction (u’,v’) equations are obtained as

auy =Sayiy,+A(p,—pr) (14)
a0, = 2,0, + AP, = Py) (15)

where
u’:u—u*, U’:U—U* and p':p—p* (16)

In the SIMPLE algorithm, the velocity correction equations are ob-
tained by dropping the Xa,,u,, and Za,,v,, terms on the right
side of Egs. (14) and (15), resulting in

uezu:+d€(pl',—pé) and v,,=v:+dn(p['7—p1'v) (17)
where
A A
do=—" and d,=—" (18)
ae an

To obtain the discretized equation for the pressure correction,
Eq. (17) is substituted into the discretized continuity equation for
the control volume around the main grid point:

( p]))AV/At + peueAe pwuwAw + pnvnAn - psUsAs =0
(19)

The resulting pressure-correction equation has the following form
(see Fig. 2 for notation)
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a,p, = agpp+aypy+aypy+aspg+b (20)
Detailed expressions for the coefficients may be found in [5].
Equations (10), (11), and (20) may be solved using standard itera-
tive linear solvers, as described in Sec. 2.
The SIMPLE algorithm consists of the following steps:

1. Guess the pressure field p*.

2. Solve the momentum equations (Egs. (12) and (13)) to ob-
tain «” and v".

3. Solve p' equation (Eq. (20)) and update pressure by p=p"
+\,p’, where X\, is an under-relaxation factor.

4. Update velocity u, and v, using the velocity-correction
equations (Eq. (17)).

5. Repeat steps 2 and 4 until convergence (each pass of this
algorithm constitutes one time step in the time-marching for-
mulation and one iteration in the iterative formulation).

3.3 SIMPLEC Algorithm. The SIMPLEC algorithm follows the
same general steps as the SIMPLE algorithm with the primary dif-
ference being in the formulation of the velocity-correction equa-
tion. In this approach, u,Xa,,, is subtracted from both sides of Eq.
(14) and the term Xa,,;,(u,,—u,) on the right side of the equation is
neglected. A similar operation is performed on the v’ equation.
This approximation of dropping Xa,,;(u,,—u,) is an improvement
over dropping Xa,,u,, as in the SIMPLE method, since the differ-
ence term (u,,—u,) is likely to be smaller than u,, alone. The
resulting velocity-correction equations have the same form as that
of Eq. (17) but with d, and d,, re-defined as
d A d A,

‘ ZZe - E:’anb ! 5n - z:’anb
The pressure-correction equation is exactly the same as that de-
scribed earlier (Eq. (20)) with the d-coefficients being computed
from Eq. (21) rather than from Eq. (15). The overall iterative
solution algorithm is identical to that described for SIMPLE.

(21)

3.4 sSIMPLER Algorithm. In developing the SIMPLER proce-
dure, it was recognized that the pressure-correction equation in the
SIMPLE algorithm, in view of the approximation that Za,u,,
=Ya,,v,,=0, was responsible for the slow convergence of the
pressure field. While SIMPLEC alleviated the magnitude of this ap-
proximation, the p’ equation was still based on the neglect of the
Sa,p(u,,—u,) term. The SIMPLER algorithm derives a pressure
equation that does not require the aforementioned approximations
made in the SIMPLE and SIMPLEC methods. This is done by first
defining pseudo-velocities i, and 0, as

Sty + b, S0, + by,
=" and G, = bv+ (22)
ae an
Thus, Eqgs. (10) and (11) are re-expressed as
Uy = uAe + de(pp _pE) and Up= ﬁn + dn(pp - pN) (23)

where d, and d,, are defined by Eq. (18). Substituting Eq. (23) into
(19) leads to an equation for the pressure

app,=agPg+ awpw + aypy + asps+b (24)

Detailed expressions for the coefficients may be found in [5].
Equation (24) is a better approximation for the pressure p than
that obtained from the corresponding p’ equation (Eq. (20)) in the
SIMPLE algorithm.

3.5 P1so Algorithm. The pisO algorithm, proposed by Issa
[29], is a time-marching procedure, with a predictor step and one
or more corrector steps during each time step. Issa et al. [30]
recommend that the equations first be recast in an incremental
form in order to minimize the computing effort and reduce storage
requirements. For convenience in notation, the converged solution
at the previous time step is denoted by a superscript n, while the
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solutions at the present time step are denoted by a superscript * at
the predictor level, ** at the first corrector level, and *** at the
second corrector level.

Equation (10) can be expressed implicitly as

aut, = Saaity, +App=pp) + b, (25)
and then, updated by
A, =Sapu,,+ Ae(p; —pp) + D" (26)

Subtracting Eq. (25) from Eq. (26) gives the increment equation

w, =i, + de(p: -pp) (27)
where

=1~ (0~ ) (28)
and d, is glven by Eq. (13). Slmllar equations can be derived for
uW , v:*, and v, . Equation (25) is the velocity-predictor equation,
while Eq. (27) represents the first corrector step for velocity. Sub-
stitution of Eq. (27) into the continuity equation (19) leads to the
pressure equation, which is exactly of the same form as Eq. (24)
with the # and 9 in the coefficients given by Eq. (28) instead of
Eq. (22). This equation is the predictor equation for pressure.

The next set of corrector equations can be derived by express-
ing Eq. (10) as

CT,_,M:** = Eanbu:: + Ae@;* - P;*) + bZ (29)

and subtracting Eq. (26) from the above equation. This results in a
second corrector equation for velocity

u, =i, + de(p;k -pp)

e

(30)

where

= u, +{Sau, - uibn@—d (p;—pZ) 3D

Similar equations can be derived for u, , v, ,and vy .

To derive the pressure-corrector equation, equatlons of the form
(30) are substituted into the discretized continuity equation, and
again a system of equations represented by Eq. (24) is obtained.
This equation represents the pressure-corrector equation.

The PISO algorithm can be described by the following steps:

1. Using the previous time step solution (u",v",p"), calculate
the coefficients of the momentum equations (such as Eq.
(25)) and solve this system of implicit equations. This rep-
resents the predictor step for velocity.

2. Using this predicted velocity, calculate coefficients of pres-
sure equation (24) and solve for the pressure field. This is
the predictor step for the pressure.

3. Correct the velocity field using the explicit equation, Eq.
(27). This is the first corrector step for velocity.

4. Using the corrected velocities, calculate the coefficients of
the pressure equation in the corrector step and solve the
implicit system of equations to obtain an updated pressure
field.

5. Using the corrected pressure field, re-evaluate the velocity
field using the explicit equation, Eq. (30). This is the second
corrector step for the velocity.

6. March to the next time step.

3.6 Performance Assessment. In attempting to provide an
assessment of how the various methods perform, it should be
noted that only general conclusions can be drawn based on re-
ported studies [31], and that the quantitative performance of the
methods varies from one problem to another. In general, both
SIMPLEC and SIMPLER exhibit improved convergence characteris-
tics over SIMPLE. However, both SIMPLEC and SIMPLER show com-
parable behavior, and the work requirement per iteration or time
step is lower for SIMPLEC. The PISO algorithm exhibits good con-
vergence properties, particularly for problems where the scalar
equation is not strongly coupled with the momentum equation. As
an example of comparative performance, Fig. 3 shows a compari-
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Fig. 3 Comparison of SIMPLER, SIMPLEC, and Piso for turbulent
flow in a sudden expansion geometry (from Jang et al. [31])

son of the computational effort associated with SIMPLER, SIMPLEC,
and PISO on a single processor for turbulent flow in an axisym-
metric sudden expansion geometry on a very coarse grid (for il-
lustrative purposes). Results are shown with the schemes cast in
both an iterative framework and a time-stepping framework. It can
clearly be seen that SIMPLEC and PISO show better performance
from a computational effort perspective. Results with SIMPLE are
not shown since they are considerably inferior. On co-located
grids, the convergence of the continuity equation is poor for both
SIMPLE and SIMPLER, which have been formulated using a correc-
tion proposed by Rhie and Chow [17]; the SIMPLEM (SIMPLE-
Modified) approach of Moukalled and Acharya [32] shows im-
proved convergence. This is illustrated in Fig. 4, which shows the
comparison between SIMPLER with the Rhie and Chow correction
(Fig. 4(a)) and siMPLEM (Fig. 4(b)) for a driven cavity. If attention
is focused on the residual of the momentum equations, it can be
seen that the SIMPLEM algorithm provides improved convergence
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2
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Fig. 5 Nomenclature for co-located storage scheme

characteristics.

In general, though there are modest differences in their perfor-
mance, the algorithms comprising the SIMPLE family perform ro-
bustly, and impose relatively low memory and computational
overhead, making them suitable solver engines for a wide variety
of industrial CFD problems. However, the performance of this
type of sequential solution procedure deteriorates when velocity
and pressure fields are tightly coupled to each other by strong
body forces, such as those resulting from rotation, swirl, or buoy-
ancy. For these, coupled multigrid solution techniques, such as
those described in Sec. 7, promise more robust performance.

4 Co-located Storage Schemes

The term “co-located” refers to methods in which both velocity
and pressure are solved for at the same set of nodes, which are
typically located at the centers of control volumes. In contrast, in
the staggered-grid formulation used in Sec. 3, pressure is stored at
the center and velocities at the faces of the control volumes.

The underlying issues behind staggered and co-located methods
can be discussed via a simple one-dimensional situation sketched
in Fig. 5. The two flow variables to be solved for are the velocity
u and pressure p. Following the widely recognized nomenclature
of [5], point P represents a typical grid node, points E and W are
the neighbors of P, and points e and w are located on the faces of
the control volume surrounding P. The discretized momentum and
continuity equations read

dp
pitp= X, Ayt = AVP(?) (32)
nb X/p
Au,=Au, (33)

Here, ap and a,,;, represent discretization coefficients; A,, A,, are
the face areas, and AV represents the volume of the control vol-

a4 3G;A; when Updaling G;
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o ® IG;A; without Updating G;
! from Momentum Equation

-1 © Residuals of u,v, and p
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Fig. 4 Comparison of (a) simpLER with Rhie and Chow correction and (b) simpLEM for flow in a driven cavity

Re=100 (from Moukalled and Acharya [32])
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ume. Incompressible flow is assumed in the derivation of Eq. (33)
for simplicity.

As explained in [5], two problems arise with a simple-minded
co-located approach. First, assuming linear pressure variation be-
tween nodes, Eq. (32) results in up being driven by the pressure
difference between alternate nodes W and E; that is, by (pw
—pg)- As a consequence, since the numerical model only involves
pressure differences between alternate nodes, spurious checker-
boarded pressure fields can arise. The second problem arises from
the continuity equation. Assuming a linear variation of velocity
between nodes (and assuming A,=A,, for simplicity), Eq. (33)
implies uy=ug. Thus, the numerical model only involves velocity
differences between alternate nodes resulting in the possibility of
checkerboarded velocity fields.

None of the above problems arises in a staggered-grid formu-
lation, where pressure is stored at the primary nodes located at the
center of control volume (W, P,E), while velocity is computed at
control volume faces (w,e). The momentum discretization equa-
tion is now written for u,, and it involves a pressure difference
between adjacent nodes P and E; that is, (pp—pg). As a result,
checkerboarded pressure fields cannot arise. Furthermore, since
the continuity equation is directly applied to face velocities u, and
u,, without any interpolation whatsoever, checkerboarded velocity
fields cannot arise.

Due to the desirable attributes stated above, many early CFD
codes employed the staggered-grid formulation, and the method
has served us well. However, a limitation of the formulation is
that it cannot easily be extended to general nonorthogonal curvi-
linear grids, and/or to unstructured-mesh methods, which are
needed to handle complex geometries. As an example, consider
the control-volume finite element method (CVFEM) of [11],
which is described in Sec. 5. Here, for triangular elements, control
volumes are constructed by joining the centroid of the elements to
the midpoint of the sides. Clearly, for such a method, a staggered-
grid formulation would be extremely tedious (perhaps impossible)
to work out.

The above limitations of the staggered-grid approach prompted
a search for co-located methods in late 1970s and early 1980s.
This effort resulted in the following formulation that is widely
used today [12,16,17,33]. The method is briefly described below.

We re-write Eq. (32) in the following alternate form

. . dp
)

X AV,
Up= (2 anbunb) / ap Dl}l’ =7
nb ap

Equation (34) can be generalized to the following expression

d
=i —D“(—p>
dx

(34)
where

(35)

(36)

We can now talk of a velocity field # that is linked to the primary
velocity field u by Eq. (36) through the artifact of the field i, the
pressure gradient (dp/dx), and the variable D".

The basic idea behind the co-located method of [12,16,17,33]
lies in applying the continuity equation to the i field instead of the
primary u field. Thus, while Eq. (32) continues to be the dis-
cretized momentum equation, the continuity equation now reads

(37)

where

d d
U, = ﬁe_DZ<_p) U, = ﬁw_va(_p) (38)
dx/, dx/,,

The values of ## and D" at the faces e and w are obtained by a
suitable interpolation of values at the nodes (for example, ii,
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=fiip+(1—f)ilg, where f is an interpolation factor). However, and
this is the critical point, the pressure gradients appearing in Eq.
(38) are obtained using pressure differences between adjacent
nodes. Thus

(d_P) _(PE—PP) <d_P) _(PP—PW) (39)

dx/, (xg—xp) dx/,, (xp—xy)

Equations (37)—(39) can be combined to get the desired equation
that relates pressure at the point P to pressure at neighbors £ and
w.

Due to the use of Eq. (39), the numerical model now involves
pressure differences between adjacent nodes and hence checker-
boarded pressure fields are filtered out. Likewise, since the conti-
nuity equation (Eq. (37)) involves adjacent velocities (albeit for
the & field), checkerboarded velocity fields are prevented. Thus,
we have a co-located method that is not afflicted by any of the
problems described at the beginning of this section.

The co-located method described above is also sometimes
called momentum interpolation. It has become an industry stan-
dard and is the basis of several commercial codes in use today. For
simplicity, we have limited the discussion here to a one-
dimensional situation; details of extension to multiple dimensions
in the context of finite-volume and control volume finite-element
formulations may be found in [12,16,17,33].

Even though it is being used widely, the above co-located
method has subtle features that are not entirely desirable. It is
important that these features be understood and appropriate cau-
tion exercised by code developers and users. Two of these features
are briefly discussed below. A more detailed discussion may be
found in [16,33].

(1) Suppose a term (Aup) is added to both the left- and right-
hand sides of the discretized momentum equation (Eq. (32)). This
operation does not alter Eq. (32) itself. However, iip and D}, are
modified and now read

AV,
ip= ()\MP+2 anbunb)/(aP+)\) Dp= .

o (ap+N\)

(40)

Because # and D" have changed, the i field that enters the conti-
nuity equation also changes. As a result, the overall numerical
model is altered and a different velocity and pressure solution
results. The fact that the addition of a term (Aup) to both sides of
Eq. (32) changes the overall solution is definitely not desirable.
For instance, the term (Aup) could be introduced to under-relax
Eq. (32). Our final solution would then depend on the under-
relaxation factor \. A similar problem would arise if there were
momentum source terms that were linearized as (S=A+Bup). In
this case, different solutions would result depending on the linear-
ization process used to compute A and B. Another situation to
consider is unsteady flow where a term such as (Aup) represents
the transient term with A being inversely proportional to time step
At. As can be seen, with the above formulation, the final steady-
state solution would depend on the time step Az chosen, some-
thing that is clearly undesirable. A similar problem would arise in
parabolic flows where the fully developed solution would depend
on the marching step size.

The above difficulty is a consequence of the fact that ii and D"
depend on the particular form of the momentum equation (Eq.
(32)) chosen. Fortunately, however, this also gives us a means of
circumventing the problem. For instance, just for the purpose of
defining @ and D", one may work with Eq. (32) in its nonunder-
relaxed form and shift the (Aup) term to the right-hand side. Do-
ing so would clearly evade the problems mentioned in the previ-
ous paragraph.

(2) The second difficulty with the above co-located method
stems from the fact that we are now working with two loosely
coupled velocity fields of which one () is driven by the momen-
tum and the second (i) is driven by continuity. Consider a one-
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dimensional incompressible situation in which the velocity is de-
termined entirely by continuity. The co-located method will then
deliver the right velocity field . However, there is no guarantee
that the field u will satisfy continuity. Indeed, in the presence of an
arbitrary distribution of source terms in the momentum equation,
the u field can be at great variance from that required by continu-
ity. The severity of this problem further depends on the numerical
formulation employed and how the source terms are discretized.
The problem is more severe in a traditional finite-volume ap-
proach because the source terms are assumed uniform over the
control volumes while the pressure gradient is uniform over the
region between the nodes. In contrast, the problem is less severe
(or nonexistent) in a finite-element type formulation where uni-
form source terms and pressure gradients are both defined over the
elements.

In summary, co-located approaches have many advantages, in-
cluding extension to methods for complex geometries. However,
they have some undesirable features, as discussed here, and the
severity of these problems depends on the details of the imple-
mentation, and on whether cell-based or node-based formulations
are being used. Though some solutions to these problems have
been proposed in [16,33], there is definitely room for further de-
velopment and improvement, and such efforts are surely welcome.

5 Schemes for Complex Geometries

5.1 Staggered Body-Fitted-Mesh Methods. The prediction
of fluid flow in complex geometries requires the use of boundary-
fitted grids, which may be either structured or unstructured. The
use of structured body-fitted meshes allows the use of pressure-
velocity staggering, and several publications in the 1980s em-
ployed these formulations to avoid the difficulties with co-located
formulations discussed in Sec. 4. In this section, we briefly review
these techniques, addressing orthogonal and nonorthogonal
meshes in turn.

Orthogonal Grids. The staggered-grid method for a general or-
thogonal grid is a straightforward extension of the basic method
for standard coordinate systems [5]. The velocity components nor-
mal to the control-volume faces are chosen as the dependent vari-
ables and one velocity component is stored at each face. These
velocity components do not have fixed directions. Consequently,
the corresponding momentum equations involve additional curva-
ture terms, such as Coriolis and centrifugal forces; these terms
reflect the fact that linear momentum is conserved in a straight
line and not along a grid line. Thus, the additional features intro-
duced by a general orthogonal grid are the calculation of geomet-
ric quantities (for example, lengths, areas, and volumes) and the
momentum source terms due to grid curvature. For examples of
calculation methods based on orthogonal grids, see Pope [34],
Rastogi [35], and Raithby et al. [36].

Nonorthogonal Grids. For many arbitrary shaped domains, the
construction of an orthogonal grid becomes difficult or impossible
and a nonorthogonal grid must be used. Staggered-grid methods
for nonorthogonal grids differ primarily in the choice of the ve-
locity components used as the dependent variables in the momen-
tum equations. The available choices include the Cartesian veloc-
ity components and the grid-oriented curvilinear (covariant and
contravariant) velocity components. For Cartesian velocity com-
ponents, the momentum equations are simple; for the curvilinear
velocity components, they are quite complex and involve curva-
ture terms because the base vectors for these components do not
have fixed directions. The expressions for the curvature terms in-
volve Christoffel symbols and can be obtained using tensor alge-
bra (for example, [37,38]). Karki and Patankar [10,39] have pro-
posed an alternative algebraic procedure based on a locally fixed
coordinate system for their evaluation. The mathematical deriva-
tion of this algebraic procedure has been given by Davidson and
Hedberg [40].
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Some of the early staggered-grid methods for nonorthogonal
grids were straightforward extensions of the basic method devel-
oped for the Cartesian coordinate system. These methods (for ex-
ample, [41]) store one Cartesian velocity component at a control-
volume face. Such methods are suitable only for grids that do not
deviate significantly from the reference Cartesian grid and en-
counter difficulties when the grid lines turn by 90 degrees. A more
general method can be developed by storing all Cartesian velocity
components at each face of a control volume [8]. Such a formu-
lation, however, involves extra computational effort to solve for
the additional velocity components even in the regions where the
grid is orthogonal or nearly orthogonal. In an alternative arrange-
ment [42], all Cartesian velocity components are stored at the
centers of the control volumes and the pressures at the corners.
However, this arrangement leads to a weak coupling between the
velocity and pressure fields and also involves extra computational
effort.

The use of grid-oriented velocity components as the primary
dependent variables in the momentum equations leads to calcula-
tion methods with wider applicability. In these formulations, only
one velocity component need be stored at a control-volume face.
The preferred choices for the velocity components are the physi-
cal covariant (directed along the grid line) and contravariant (di-
rected normal to the control-volume face) components. Each
choice of velocity component offers certain advantages and dis-
advantages. For the covariant velocity component, the pressure
term involves only the pressures at the two grid points straddling
the velocity component. However, the calculation of mass fluxes
at the control-volume faces involves covariant components at the
neighboring locations and requires interpolation. For the contra-
variant velocity component, on the other hand, the pressure term
involves transverse gradients, but no interpolation is required to
calculate the mass fluxes. Thus, there is no clear advantage in
choosing one velocity component over the other, and methods
based on both components are available. For representative meth-
ods based on contravariant velocity components, see Refs.
[37,38,43-45]; for methods based on covariant components, see
Refs. [10,39,40,46]. As discussed above, the momentum equations
for grid-oriented velocity components involve curvature terms.
These terms can be calculated using either tensor algebra or a
simpler algebraic procedure proposed by Karki and Patankar
[10,39]. Among the reference methods cited here, the tensor alge-
bra approach has been used in Refs. [37,38] and the algebraic
procedure in [40,43-46].

Although staggered-grid methods are widely used for the cal-
culation of fluid flow in complex geometries, they have certain
disadvantages. The use of staggered grids leads to tedious pro-
gramming, especially for three-dimensional geometries. The dis-
cretization of curvature terms in the momentum equations requires
that the grid be smooth. When grid-oriented velocity components
are used as the primary variables, transformation to Cartesian ve-
locity components is required to calculate auxiliary quantities
such as production terms in turbulence models or viscous terms
for non-Newtonian rheologies. Finally, the generation of good-
quality nonorthogonal grid becomes difficult for very complex
geometries. Because of these disadvantages, the use of unstruc-
tured grids is gaining popularity.

5.2 Control-Volume Finite-Element Methods. Control-
volume finite-element methods (CVFEMs) are formulated by
amalgamating and extending concepts that are native to finite-
volume methods (FVMs) and finite-element methods (FEMs)
[5,11,47,48]. Thus, CVFEMs could be regarded as FEMs based on
the subdomain-type (or control-volume-based) method of
weighted residuals, and they could also be thought of as element-
based vertex-centered FVMs [49,50].

For CVFEMs, staggered-mesh schemes of the type discussed in
Sec. 3 are not workable. Instead, two approaches have been taken:
(i) unequal-order formulations in which a sparser grid and a
lower-order interpolation is used for pressure than that for the
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Fig. 6 CVFEM discretization of a planar two-dimensional cal-
culation domain

velocity components [11,47], and (ii) the equivalent of the co-
located momentum-interpolation scheme described in Sec. 4
[12,17,51]. Unequal-order formulations are afflicted by the fol-
lowing disadvantages [49]: (i) the need to use two sets of control
volumes or elements makes the specification and calculation of
geometric information unwieldy; (ii) mass conservation is not
strictly satisfied over the momentum control volumes; and (iii)
accurate solutions of flows involving high Reynolds numbers or
large pressure gradients could require excessively fine grids due to
the lower-order interpolation of pressure. Thus, co-located formu-
lations based on the momentum-interpolation scheme have be-
come the methods of choice in computational fluid dynamics, es-
pecially when unstructured grids are employed. An overview of
the typical steps involved in the formulation of CVFEMs is pre-
sented in this section in the context of a co-located, equal-order,
primitive-variables version of the method, formulated for the so-
lution of steady, planar, two-dimensional problems involving in-
compressible fluid flow and heat transfer.

Domain Discretization. The discretization of an irregular-
shaped planar two-dimensional calculation domain is shown in
Fig. 6. First, the domain is discretized into three-node triangular
elements: the solid lines and black dots show the edges and ver-
tices of such elements, respectively, in Fig. 6. The centroid of each
triangular element is then joined to the midpoints of its sides, as
shown by the dashed lines in Fig. 6. These dashed lines divide
each triangular element into three equal areas (regardless of the
shape of the triangular element), and, collectively, these areas
form nonoverlapping contiguous control volumes of polygonal
cross section, each associated with a node in the finite-element
mesh: the hashed regions in Fig. 6 indicate two such control vol-
umes, and the associated details are shown in Figs. 7(a) and 7(b).
In co-located CVFEMSs, the nodes are the storage locations of all
dependent variables of interest.

Integral Conservation Equations. Let J denote the flux vector
for combined diffusion and advection of a generic scalar transport
variable ¢, as in Eq. (1). Then

Fig. 7 CVFEM grid and related nomenclature: (a) internal node
and (b) boundary node
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J=(- F¢(9¢/r9x+pu¢)i+(— F¢ﬂ¢/&y+pv¢)j (41)

In this expression, i and j are unit vectors in the x and y Cartesian
coordinate directions, respectively. Cartesian velocity components
u and v are used here, in contrast to the co- and contravariant
velocity formulations discussed in Sec. 5.1.

With reference to the control volume V; associated with any
node i, akin to those shown in Figs. 7(a) and 7(b), and under
steady-state conditions, an integral equation expressing the con-
servation of ¢ in the presence of diffusion, advection, and volu-
metric rate of generation (or source term) S can be cast in the
following form [49]

|:f J~nds+f J - nds —f S¢dV:| + [similar contributions

from other elements associated with node 7]
(42)

where n is a unit vector normal to the differential length element
ds, pointing outward with respect to the control volume associated
with the node i.

+ [boundary contributions, if applicable] =0

Interpolation Functions. The derivation of algebraic approxi-
mations to the contributions of each element to integral conserva-
tion equations akin to Eq. (42) requires the specification of appro-
priate interpolation functions for the diffusion coefficients, mass
density, source terms, and the dependent variables. In each trian-
gular element, the values of Ty, and p at the centroid are assumed
to prevail over the corresponding element. The source term S is
linearized, if required, and expressed in the following general
form [5]: S ¢=GS¢+ES<1>¢. In each element, the nodal values of
G5 and ES¢ are assumed to prevail over the portions of the cor-
responding control volumes.

In the calculation of mass flow rates across the control volume
faces, the mass-conserving velocity components in the x and y
directions are denoted by «” and v"™, respectively, and the corre-
sponding velocity vector is given by V"=u"i+v"j. The mass-
conserving velocities are interpolated using a special momentum-
interpolation scheme borrowed from the work of Prakash and
Patankar [12], in order to prevent spurious pressure and velocity
oscillations. Some details of this scheme are given in Sec. 4, and
additional details are available in [52]. The pressure p is interpo-
lated linearly within each element.

In the derivation of algebraic approximations to the surface
integrals of diffusion fluxes in Eq. (42), the gradients of the de-
pendent variable inside each triangular element are approximated
using linear interpolation functions. With linear interpolation of ¢
and the piecewise constant (centroidal value prevailing) interpo-
lation of I'y, to ensure that the algebraic approximations of the
diffusion transport terms contribute positively to the coefficients
in the discretized equations, every element must be an acute-angle
triangle (that is, each vertex angle must be </2 radians). Ven-
ditti [53] has presented a proof of this sufficient condition.

For the derivation of algebraic approximations to the surface
integrals of advection fluxes in Eq. (42), Baliga and Patankar [11]
recommend a flow-oriented upwind scheme (FLO), constructed
by borrowing ideas from the works of Spalding [54] and Raithby
[55]. In this scheme, ¢ is assumed to vary exponentially in the
direction of the element-average mass-conserving velocity vector
and linearly in the direction normal to this vector. Furthermore,
when an element-based Peclet number Pe, approaches zero, this
function becomes fully linear. In problems that involve acute-
angle triangular elements and relatively modest values of Pe,, the
FLO scheme performs well and produces accurate solutions; re-
lated references are given in [49,52]. However, when large gradi-
ents of the dependent variable occur within an element or obtuse-
angle triangular elements are used in problems with large values
of Pe,, the FLO scheme can lead to undesirable negative contri-
butions of the advection transport terms to the coefficients in the
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Fig. 8 (a) Nomenclature for cell-based finite volume scheme and (b) geom-

etry for higher-order interpolation

discretized equations. Masson et al. [56] have proposed a mass-
weighted skew upwind scheme (MAW) that overcomes this diffi-
culty. However, this MAW scheme, which is an adaptation of the
positive-coefficient schemes of Schneider and Raw [57] and Saa-
bas and Baliga [58], is only first-order accurate. Recently, Tran et
al. [59] have proposed a second-order extension of this MAW
scheme, but it is not bounded; with the incorporation of suitable
limiters, this scheme could prove very useful.

Discretized Equations. The discretized equations are obtained
by first deriving algebraic approximations to the element contri-
butions and the boundary contributions, if applicable, to Eq. (42),
and then assembling these contributions appropriately [52]. With
reference to Fig. 7(a), such an equation for node i can be cast in
the following general form

a?(ﬁi = E afh¢nb + b?

nb

(43)

The integral momentum conservation equations are formulated in
terms of Cartesian velocity components. Except for the presence
of integrals of the pressure gradients, they are identical in form to
the integral conservation equation for ¢. The discretized approxi-
mations of these equations can be cast in the following forms

afu;= 2 byl + b+ [ (9plax)y 1V, (44)
nb
alv;= 2, ., + b+ [~ (3play)y 1V, (45)

nb

The terms (dp/dx) v, and (ap/ﬁy)vi are volume-averaged values of
the pressure gradients in the various elements associated with
node i, and V; is the volume of the control volume surrounding
this node [52]. The integral mass conservation equation applied to
the control volume surrounding node i in Fig. 7(a) is obtained
from Eq. (42) by replacing the advection-diffusion flux J by the
mass flux pV", and setting the source term S, to zero. An alge-
braic approximation of this equation using the momentum-
interpolation scheme for the mass-conserving velocity compo-
nents yields the discretized equation for pressure. With reference
to node i in Fig. 7(a), this equation can be cast in the following
form [52]

aipi= E anpPuy+ bY (46)
nb

Solution of the Discretized Equations. A sequential iterative
variable adjustment procedure, formulated by Saabas and Baliga
[58] by borrowing ideas from the SIMPLER procedure of Patankar
[5], is used to solve the nonlinear coupled sets of discretized equa-
tions for u, v, p, and ¢. Full details of this procedure are available
in Baliga and Atabaki [52]. In each of the overall iterations of this
procedure, sets of linearized, decoupled, discretized equations are
solved sequentially. If a structured grid is used, each of these sets
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of discretized equations can be solved using an iterative line-by-
line TDMA [5]. If an unstructured grid is used, an iterative point-
by-point successive over-relaxation method can be used to solve
these equations [53]. Implementation of techniques to accelerate
the convergence of these iterative linear equation solvers is highly
recommended, especially for the solution of the discretized pres-
sure equations. In particular, the additive-correction multigrid
method with adaptive volume agglomeration proposed by Elias et
al. [60] has been found to be very useful [53]. Implementation of
coupled multigrid schemes, akin to those discussed in Sec. 7 of
this paper, would also be very useful.

In summary, a basic outline of a co-located, equal-order,
CVFEM for solving steady, planar, two-dimensional, incompress-
ible fluid flow and heat transfer problems has been presented in
this section. An adaptation of this CVFEM for the solution steady,
two-dimensional, axisymmetric problems is available in the work
of Masson and Baliga [56].

Examples of the applications of the aforementioned steady,
two-dimensional CVFEMs to a variety of test problems are avail-
able in the works of Baliga and Patankar [11], Prakash and Patan-
kar [12], and Masson and Baliga [56,61]. Unstructured-grid,
h-adaptive versions of these methods and their application to test
problems are discussed in the work of Venditti [53]. Three-
dimensional CVFEMs based on tetrahedral elements and ex-
amples of their applications to test problems are available in the
works of LeDain-Muir and Baliga [62], Saabas and Baliga [58],
and Costa et al. [63]. Examples of CVFEMs for the prediction of
unsteady fluid flow and their applications to test problems involv-
ing gas-solid particle flows over a wide range of concentration are
available in the work of Masson and Baliga [61]. A second-order
MAW scheme implemented in a two-dimensional CVFEM and its
application to test problems are discussed in the recent work of
Tran et al. [59]. As was mentioned earlier, this second-order
MAW scheme seems very promising, but recent tests with it have
shown that it is not bounded. An extension of this MAW scheme
to three-dimensional formulations, along with suitable limiters (to
ensure that it is bounded), would greatly enhance the usefulness of
CVFEMs.

5.3 Cell-Based Finite-Volume Methods. In contrast to
CVEFEMs, cell-based finite-volume schemes enforce the conserva-
tion principle on the element itself (referred to as a cell), rather
than on a control volume constructed around the vertices, such as
in Fig. 7(a) [14,15,64,65]. In a cell-based formulation, the domain
is discretized into arbitrary unstructured convex polyhedral cells,
as shown in Fig. 8(a). General nonconformal interfaces, such as
the face abc are admitted automatically by considering the cell C/
to be four-sided. In addition, hybrid meshes composed of cells
with different shapes are admitted. This generality in cell shape is
achieved by eschewing finite-element like shape functions for in-
terpolation. The solution variable ¢, as well as p and I 4 in Eq. (1)
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are stored at the cell centroid.
Integrating Eq. (1) over the control volume CO in Fig. 8(a),
yields the cell-balance equation

[5([’@] AVo+ > Frpr= > D+ S4AV, (47)
0 f f

Here, Fy is the mass flow rate out of the cell CO across face f, AV,
is the volume of the cell CO, and Dy is the diffusive transport
through the face f into the cell C0O. The unsteady and source terms
are dealt with in the manner described in [64]. We turn now to the
diffusion and convection terms.

Diffusion Term. The diffusion term at the face is given by

Here, A is the outward-pointing area vector for the face f in Fig.
8(a), and I' 4 is the diffusion coefficient evaluated at the face f. In
the absence of element-based shape functions, in order to write an
implicit discretization of Eq. (48) in terms of the cell values ¢,
and ¢, in Fig. 8(a), the diffusion term is written as [64]

(= do)A-A
ds A-e

A -A)
A e
Here, V¢ is the average gradient of ¢ at the face, and is taken as
the arithmetic average of the gradient in the cells CO and CI. The
diffusion term Dy is seen to consist of two terms: the primary
term, represented by the first term in the Dy expression and the
secondary gradient term, Sy. For orthogonal meshes A and e are
parallel to each other (see Fig. 8(a)), and the secondary term goes
to zero. The primary term is treated implicitly in terms of the
cell-centroid values ¢, and ¢;, and contributes to the coefficient
matrix in the discrete equations, while the secondary gradient term
is treated explicitly. If a general cell-shape-independent way can
be found to evaluate the cell gradient V¢, a powerful technique
for complex geometries may be devised.

Dy=Ty +Ss

;= F¢f(€¢-A_€¢-es (49)

Convective Term. The convective term in Eq. (47) requires the
evaluation of the face value ¢, at the face f in Fig. 8(a). A simple
first-order upwind approximation to it may be found using

¢f= oo
br= (50)

Here, Fy is the mass flow rate out of cell CO through face f.
Higher-order schemes for the face value may be found using, for
example, upwind approximations such as [64]

¢f= do+ (V) - Arg (51)

The vector Arg is shown in Fig. 8(b); Eq. (51) assumes that cell
CO is the upwind cell. The gradient in cell CO, i.e., (V )y, may be
limited using standard limiters to prevent overshoots and under-
shoots [66]. It is important to note that line-based higher-order
schemes, such as that in [25], cannot easily be applied. The de-
velopment of higher-order schemes for unstructured meshes re-
mains an active area of research.

if Fr=0

if F;<0

Gradient Calculation. Cell gradients of ¢ are necessary to
evaluate the secondary gradient Sy in Eq. (49), and also to devise
higher-order convection schemes. Cell-based finite-volume
schemes are distinguished from CVFEMs in that the cell gradient
(V) is not found from element-based shape functions, which are
typically specific to particular element shapes, and are not easily
generalizable to arbitrary polyhedra. Instead, cell-based schemes
have employed either a gradient-theorem approach or a least-
squares approach for finding (V) [66]. In the least-squares ap-
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Fig. 9 Nomenclature for least-squares interpolation to find
cell gradients in cell-based finite volume scheme

proach, the gradient at the cell centroid is evaluated such that it
reconstructs the solution in the neighborhood of the cell in a least-
squares sense. For example, for cell CO in Fig. 9, we wish to find
a gradient (V ), such that it reconstructs the cell-centroid value at
each of the neighboring cells C; (j=1,2,3,4). By assuming a
locally linear variation of ¢, we may write

do+ (V)y- Ar;= ¢; (52)
The unknowns in 2D are the two components of the gradient:
(d¢p/ 0x)g and (d¢p/ dy),. However, the number of available equa-
tions is greater than 2, since an equation similar to Eq. (52) may
be written for all neighbors j in Fig. 9, leading to an over-
determined system. Physically, this means that a single linear pro-
file cannot exactly reconstruct all neighboring cell values j. In-
stead, we use a least-squares procedure that finds (d¢/dx), and
(9! dy), such that the root mean square value of the difference
between the reconstructed and actual neighbor values is mini-
mized, that is, we minimize the residual R defined as

R=D,R, Ri=Ax|—| +Ay|—| —(¢;— 53
; J J x/( ax 0+ yj (9}7 0 (¢j ¢0) ( )

This technique poses no restrictions on cell shape or connectivity.

Solution of Discrete Equations. As with CVFEMs, the discrete
equation set resulting from cell-based finite-volume schemes is
sparse and unstructured, and line-based solution techniques cannot
be used. Algebraic multigrid methods have been devised for the
solution of linear unstructured algebraic sets, and by using intel-
ligent agglomeration schemes, have been shown to work well for
a variety of problems, including those with high degrees of geo-
metric anisotropy, as well as anisotropy in fluid properties [67].
Gradient-search techniques, such as the preconditioned conjugate
gradient method, have also been found to work well for these
unstructured systems [68-70].

Computation of Fluid Flow. Unlike finite-volume schemes for
structured meshes, staggered storage of pressure and velocity is
not tenable; furthermore, unequal-order storage and interpolation
is also not easily done with cell-based finite-volume schemes.
Thus, co-located storage schemes, which store pressure and veloc-
ity at cell-centroids, are the only viable option. As with CVFEMs,
Cartesian velocity components are the primary solution variables.
Extensions of [17] to cell-based unstructured schemes have been
published in [15] and form the basis of a number of commercial
solvers. The shortcomings of co-located schemes discussed in
Sec. 4 also apply here, and further research in this area is
warranted.

In summary, cell-based finite-volume schemes enforce conser-
vation on the element or cell directly, rather than on auxiliary
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Fig. 10 Hybrid mesh adapted to velocity magnitude (left), and
streamlines (right) for laminar natural convection over a hot
cylinder located in a square box

control volumes constructed around element vertices. Because
care is taken to devise discretization and gradient calculation pro-
cedures that are independent of cell shape, great geometric flex-
ibility results. Thus, nonconformal meshes, with non-coincident
vertices such as that in Fig. 8(a), are easily admitted. This allows
not only for hanging-node mesh adaptation, but also the compu-
tation of flows involving sliding meshes, such as those occurring
during rotor-stator interaction. It also eases the task of mesh gen-
eration by allowing the user to create nonconformal mesh blocks.

As an illustration, laminar natural convection around a hot cyl-
inder located in a square box is shown in Fig. 10 [15]. A hybrid
mesh of triangles and quadrilaterals adapted to the rising plume is
shown on the left half of Fig. 10; typical streamlines are shown on
the right half. Fig. 11(a) shows the cold (vertical) wall Nusselt
number. Fig. 11(bh) shows the Nusselt number on the hot cylinder,
with 6 being angle measured from the stagnation point. The com-
parison in Fig. 11 is with the benchmark solution of Demirdzic et
al. [71]; good agreement is found despite the use of a coarser
mesh. Applications of cell-based finite-volume schemes to com-
bustion, radiation and other physics are now ubiquitous, and some
examples may be found in [72,73]. Nevertheless, fruitful areas for
future research remain. The development of robust higher-order
schemes, fast and robust coupled solvers of the type discussed in
Sec. 7, efficient linear solvers, as well as more accurate co-located
schemes, all remain open areas for research.

6 Pressure-Based Methods for Compressible Flow

So far, we have focused on pressure-based methods for predict-
ing incompressible flows. In this section, we discuss the extension
of these methods to compressible flows. Traditional numerical
methods [74-78] for compressible flows regard density as the
dependent variable of the continuity equation and extract pressure
from density via an equation of state. These density-based meth-
ods become inaccurate and inefficient at low Mach numbers,
where density is a weak function of pressure. They are not appli-
cable to incompressible flows unless ideas such as preconditioning
[77] are introduced. Pressure-based methods, in which pressure is
the primary variable and density is obtained from the equation of
state, do not have any such limitations and are uniformly valid for
incompressible and compressible flows, including those with
shocks. Consequently, there is great interest in developing
pressure-based methods that work across the range of Mach num-
bers.

To formulate pressure-based methods for compressible flows, it
is instructive to analyze the role of pressure. In incompressible
flows, density is independent of pressure, and pressure influences
only the velocities, through the momentum equations. In this
limit, the continuity equation represents a constraint equation for
calculating pressure: when the correct pressure distribution is sub-
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Fig. 11 Nusselt number along (a) cold wall, and (b) hot wall

(Rayleigh number=10° and Prandtl number=0.1) [15], and com-
parison with benchmark solution of Demirdzic et al. [71]

stituted in the momentum equations, the resulting velocities sat-
isfy the mass conservation. For highly compressible flows, on the
other hand, velocity is nearly independent of pressure, and pres-
sure influences only the density, through the equation of state.
Now the continuity equation can be considered as the equation for
density. In a unified treatment that bridges these two limiting
cases, pressure must be allowed to play a dual role: it should
influence both density and velocities. In addition, the continuity
equation should be interpreted as a constraint for calculating pres-
sure. The correct pressure field is the one that produces velocities
and densities that together satisfy mass conservation.

The governing equations for compressible flows are the conti-
nuity equation, the momentum equations, and the energy equation,
supplemented by an equation of state. The treatment of the mo-
mentum and energy equations is identical to the procedure pre-
sented in Secs. 2 and 3 in the context of incompressible flows and
is not repeated here. The pressure or pressure-correction equa-
tions, however, must be modified. These details are presented
next.

Pressure-Correction Equation for Compressible Flows. The
pressure-correction equation is derived for a steady, two-
dimensional situation by using a grid in the Cartesian coordinate
system, as shown in Fig. 1. The formulation is valid for both
staggered and nonstaggered (or co-located) grid arrangements and
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can easily be extended to complex geometries.
The discretized continuity equation for the control volume
around grid point P is given by

[(p”)eAe - (pu)wAw] + [(pv)nAn - (PU)sAs] =0 (54)

To proceed further, two important issues must be addressed: lin-
earization of the mass flux terms and the value of density at a
control-volume face (density interpolation).

Linearization of the Mass Flux Terms. For a linearization to be
applicable to both incompressible and compressible flows, it must
allow both velocity and density to play an active role. This is
accomplished by linearizing the mass flux (pu) as follows
[5,22-24,39]

(55)

where the second-order term p'u’ has been neglected. In the
above equation, the starred quantities denote the currently avail-
able values and the primed quantities are the changes caused by a
change in pressure.

To obtain an equation in terms of a pressure correction, the
changes in velocity and density are related to the change in pres-
sure via a truncated form of the momentum equation (similar to
that used for incompressible flows) and the equation of state, re-
spectively. The velocity corrections are related to the pressure
corrections via relations such as

pu=(pu) +pu +p'u"

u,=d(pp~pp) (56)
The density correction is related to the pressure correction as
p'=Kp' (57)
where
1%
=F (58)
p

The quantity K represents a measure of the influence of pressure
on density and is calculated from the equation of state. Its value
depends on the process (for example, isentropic or isothermal)
assumed in evaluating the partial derivative in Eq. (58). The
choice of K does not affect the final results; it only influences the
approach to convergence. For incompressible flows, density is in-
dependent of pressure, and thus, K=0.

By combining Egs. (55)-(57), we get the following expression
for (pu),

(pu). = (pu), + p,de(pp = pp) +u,p, (59)

Density Interpolation. Equation (59) involves density and den-
sity correction at the control-volume face. These quantities must
be interpolated from their grid-point values. The density interpo-
lation scheme must satisfy two important requirements:

(a)  In conjunction with the differencing scheme for the pres-
sure gradient term, it should lead to a pressure or
pressure-correction equation that exhibits the correct
Mach number dependence: the character of the equation
should be elliptic for subsonic flows and hyperbolic for
supersonic flows.

(b) It should provide for a smooth transition from subsonic to
supersonic flows.

In compressible flows the continuity equation acts as a transport
equation for density. Thus, the interpolation schemes for the de-
pendent variable in a general convection-diffusion equation (Eq.
(1)) are also applicable for density, but with the Mach number
taking the role of the Peclet number. The simplest, and most ro-
bust, choice is to take the face value of density as the value at the
upstream grid point [5,22-24,39]. Thus, assuming u, >0, we have

Pe=Ppr
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p.=pp=Kppp (60)
Now the equation for (pu), can be written as
(pu). = (pu), + ppd (pp— pp) + u,Kppp (61)

This expression contains a diffusion-like term (that involving d,)
and a convection term (that involving u,). It is instructive to ex-
amine the ratio of the coefficients of the diffusion and convection
terms in Eq. (61)

dee
u Kp

~M™ (62)
The ratio (ppd,/u,Kp) is proportional to the inverse of the square
of Mach number M. At low Mach numbers, the diffusion term is
dominant, and the mass flux is controlled by the pressure differ-
ence across the control-volume face. As the Mach number in-
creases, the convection term becomes progressively more domi-
nant, and the mass flux is controlled increasingly by the upstream
pressure. Thus, the resulting pressure or pressure-correction equa-
tion exhibits the correct Mach number dependence, with a smooth
transition between the subsonic and supersonic regimes.

Although the use of the upwind scheme for density interpola-
tion leads to a robust formulation, it introduces excessive numeri-
cal diffusion and leads to smearing of shock waves. Solution ac-
curacy can be improved by using high-resolution schemes for
interpolating density (see [79,80], for example).

If we substitute expressions such as Eq. (61) for mass fluxes in
Eq. (54), we obtain the following pressure-correction equation

appp=agpp+aypy+aypy+asps+b (63)
where
aEer[p:de + max(— u:,O)KE] (64a)
aWzAw[p:de + max(u:i,,O)KW] (64b)
ay=A,[p,d, + max(- v,,0)Ky] (64c)
ag=A[p.d, + max(v,,0)Kg] (64d)

ap= Ag[p:de + max(uZ,O)KP] + Aw[p:;dw + max(— ufv,O)KP]
+A,[p.d, + max(v,,0)Kp] + A [ p.d, + max(- v,,0)K p]
(64e)

b= (pu), A, = (pu), A, + (pv)A, - (pv),A, (64/)
The appearance of the compressible form of the pressure-
correction equation is identical to that of its incompressible coun-
terpart [5]. There are, however, important differences. The dis-
cretization coefficients now have both diffusive and convective
parts, and the central coefficient ap is no longer the sum of the
neighboring coefficients. Because of the latter property, pressure
is not a relative variable in compressible flows; its absolute levels
are fixed by boundary conditions. (Note that, for K=0, this equa-
tion reverts to the incompressible pressure-correction equation.)

The solution algorithms for incompressible flows, presented in
earlier sections, can be extended to compressible flows by replac-
ing the incompressible pressure-correction equation by its com-
pressible counterpart. The pressure corrections are now used to
correct densities, in addition to pressures and velocities. In algo-
rithms that involve multiple pressure or pressure-correction equa-
tions, the pressure corrections used to correct pressures are also
used to correct densities [10,39].

So far, for simplicity, we have formulated the compressible
pressure-correction method using a Cartesian grid. The basic pro-
cedure, however, is equally applicable to complex (structured and
unstructured) grids (for example, [10,39,79-87]). Furthermore, it
can easily be extended to control-volume-based finite-elements
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methods [88,89].

In the above formulation, the density and velocity are taken as
independent variables, and the density correction leads to the con-
vection terms in the pressure-correction equation. In an alternative
approach [90,91], the composite variable (pu), which represents
momentum per unit volume, is taken as the dependent variable.
The resulting pressure-correction equation contains only diffusive
terms; consequently, it remains elliptic at all speeds and does not
exhibit hyperbolic behavior at high Mach numbers. To remedy
this defect, the hyperbolic nature of the flow is simulated by using
a retarded pressure or density, an approach that was originally
proposed for solution of the transonic potential flow equation
[92,93]. The specification of boundary conditions in compressible
flows depends on the local Mach number. For complete details,
see Karki [39] and Ferziger and Peric [94].

7 Acceleration of Pressure-Based Schemes Using Mul-
tigrid Techniques

7.1 Motivation. The above-described SIMPLE and its variants
were all originally based on a single-grid solution concept. The
use of a single grid to solve the governing flow equations is well
established. It is flexible, robust, and convenient. However, a pri-
mary difficulty with single-grid procedures is their rate of conver-
gence. The rate of convergence of single-grid schemes is accept-
able when very coarse grids are used to discretize the governing
equations. Such was the case in the early days of CFD, when
available computer memory prohibited the use of fine grids,
whether using density-based or pressure-based techniques. How-
ever, computational fluid dynamics has now progressed from the
“demonstration of ability” phase to the “practical use” phase in
which accurate answers are required. Hence, in industry, the cur-
rent state of art is to use very fine grids in order to accurately
represent the geometry as well as to reduce discretization errors. It
is not uncommon nowadays to use grids that may consist of
(1-10) X 10° finite-volumes to represent the flow domain. In such
cases, the SIMPLE algorithm and its variants often fail to converge
rapidly. Even with the advent of parallel computers of teraflop
speed, the design cycle time is considered untenably long.

The convergence of the SIMPLE algorithm can be accelerated in
a number of ways. These include a better formulation of the
pressure-correction scheme, a more efficient solution of the linear
equations of momentum and pressure/pressure-correction, and
treatment of the inter-equation coupling such as among the turbu-
lence, chemical species, and momentum/continuity equations. The
entire set of equations is highly nonlinear and coupled. Any one of
the equations can slow down the convergence of the entire set.
Hence, all couplings and nonlinearities must be carefully resolved
before fast convergence to high accuracy is achieved.

For quite some time, multigrid methods [95-99] have been
demonstrated to be among the fastest converging solvers for a set
of linear equations. In a number of works (for example,
[100,102,103], the multigrid procedure has been demonstrated to
accelerate the convergence of the SIMPLE algorithm and its vari-
ants. While the demonstrations have been done primarily in rela-
tively simple flows (model problems), there is potential in the
concept to be applied to complex industrial flows. When devel-
oped, such a procedure can provide high-fidelity solutions to
many industrial flows in optimal computer times. It is expected
that reductions of CPU time by a factor of 5-10 can be achieved
over current commercial software. We provide here some details
of such a possibility, and also review previous works.

7.2 Overview of Multigrid Techniques. The motivation for
multigrid methods stems from the poor rate of convergence of
traditional iterative solvers for the low-frequency components of
the error. In the initial iterations, the high-frequency components
of the error decrease rapidly, providing a fast rate of convergence.
However, the remaining error is “smooth,” that is, of low fre-
quency. Multigrid techniques are based on the premise that such
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slowly convergent errors can be made to converge fast by elimi-
nating them on coarser grids. Hence, the concept in multigrid
methods is to detect the poor rate of convergence and then inter-
polate low-frequency errors to a coarse grid. The errors are then
resolved on the coarse grid using the same (or a similar) discreti-
zation operator. The corrections obtained are subsequently inter-
polated back to the finer grid to correct the fine-grid solution
previously computed. The solution on the finer grid is further
iterated to remove newly created high-frequency errors. A similar
procedure can be followed for multiple coarse grids when the
finest grid contains a large number of nodes/elements. The coars-
est grid must be small enough that a direct solver can be used
inexpensively.

The three main components in a multigrid procedure are the
solution scheme (called the relaxation scheme), interpolation pro-
cedures called restriction and prolongation, and the cycling pro-
cedure, which decides the manner in which the grids are visited.
When nonlinear equations are encountered, a variant of the cor-
rection scheme called the full approximation scheme, which
works with the solution rather than the corrections is more appro-
priate [104,105]. When these are combined in an ideal multigrid
procedure, grid-independent convergence rates are achieved. The
total work count can be made to vary as O(N). Therefore, multi-
grid methods are very attractive for solving practical fluid flow,
heat and mass transfer problems.

7.3 Previous Works With Multigrid Pressure-Based
Solvers. Several researchers have previously attempted to en-
hance the SIMPLE algorithm with the multigrid technique. These
include Sivaloganathan and Shaw [100], Shyy et al. [101], Hort-
mann et al. [102], Smith et al. [20], and Lange et al. [103]. The
principal components of all these procedures are similar. The dif-
ferences stem from the details in the use of the multigrid cycling
scheme, the variant of the SIMPLE algorithm and the problems
studied. In a series of works, Vanka and co-workers
[18,19,106-108] used a relaxation procedure called the symmetric
coupled Gauss-Seidel scheme, the origins of which can be traced
to the simultaneous variable adjustment procedure [109] devel-
oped at Imperial College, London, prior to the SIMPLE algorithm.
The coupled solver avoids the use of the pressure/pressure-
correction equation as it solves the continuity equation in its
primitive form (Eq. (19)). The coupled concept can also be used
along a line [110] and in conjunction with the multigrid idea. The
coupled procedure is a factor of 2 or so faster than the decoupled
(i.e., sequential) procedure. However, when more complex linear
solvers are used, decoupled whole-field solvers are found to per-
form better.

For complex geometries, multigrid implementations of both
staggered and co-located (see Sec. 4) versions of the SIMPLE algo-
rithm have been published [111,112] using grid-following co- and
contravariant velocities as dependent variables. For unstructured
grids, Jyotsna and Vanka [113] implemented a multigrid proce-
dure based on the control-volume finite-element method
(CVFEM) ([11,12]; see Sec. 5). They demonstrated a significant
acceleration over the single-grid algorithm for driven cavity flows
in square, semi-circular, and triangular cavities.

Multigrid versions of coupled and decoupled (sequential) solv-
ers have also been developed for turbulent and reacting flows
[114,115]. However, success in such extensions has not been as
expected. The coupling of turbulence equations with the momen-
tum and continuity equations on the coarser grids has not been
entirely successful. One approach followed is the solution of the
turbulence equations only on the finest grid and restricting the
turbulent viscosity to the coarser grids. However, such a strategy
did not give the expected grid-independent rate of convergence,
but was still faster than decoupled strategies. Similarly, the equa-
tions for species transport with chemical reactions had to be
solved only on the finest grid. Only the density was restricted to
coarser grids. The procedure was applied to the study of flow in a
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Table 1 Comparison of the performance of segregated single-grid and multigrid schemes for

jet impingement flows [117]

Case

(120X 20 % 36) grid Work units CPU time (s)
Segregated Multigrid, three Segregated Multigrid, three
Single-grid levels Single-grid levels

Laminar cold jets 98.1 87.8 271.5 135.5

Laminar hot jets 118.4 574 362.1 143.0

Turbulent cold 2425 219.5 975.3 719.4

jets

Turbulent hot jets 287.1 150.0 1108.8 482.8

ramjet combustor by Vanka et al. [116].

Table 1 shows a performance comparison of segregated single-
grid and segregated multigrid solvers for cold and hot gas jet
impingement in laminar and turbulent flows [117]. Table 2 com-
pares the performance of a coupled solution procedure imple-
mented using both single- and multigrid frameworks for laminar
and turbulent dilution jet flows; details may be found in [117].
Acceleration due to the use of the multigrid procedure is clearly
evident.

7.4 Future Prospects. In order to accelerate practical flows
using multigrid techniques, several advances need to be made. It
is now accepted in the CFD community that unstructured grids
provide the highest flexibility and ease of representing a practical
flow. Furthermore, the grid system should not have any con-
straints of being nested in a hierarchical series. Hence, for a gen-
eral purpose problem, the finest grid that is suited to the problem
must be first determined. All boundary conditions must be pre-
scribed on this grid, which should then be coarsened progres-
sively. The concept best suited for this is agglomeration
[118-120]. An agglomeration-based procedure consists of com-
bining several cells around a vertex to make a macro-cell. A con-
sistent multigrid sequence can then be constructed for visiting
such macro-cells and resolving the low-frequency errors. Koobus
et al. [118] first proposed the agglomeration multigrid algorithm
for the Euler equations. A finite-volume cell-vertex method was
developed and demonstrated for flow over an airfoil. However, for
viscous terms involving second derivatives, it is necessary to scale
the fluxes by a ratio representing the characteristic length scales.
Mavriplis and colleagues [119,120] have developed several prac-
tices to accelerate compressible flow solvers for external aerody-
namic flows. Both Euler and Navier-Stokes equations were con-
sidered. For thin boundary layers, directional agglomeration
[121], which is analogous to semi-coarsening, was developed to
preferentially coarsen in directions normal to the boundary layers.
Recently, Lambropoulos et al. [122] used a Jacobian-based time-
marching scheme for unstructured grids and accelerated it through
agglomeration multigrid and parallel processing. All the above
works were limited to high-speed flows for which a density-based
method with time-marching was used in conjunction with agglom-
eration multigrid acceleration. However, no previous works have
addressed the pressure-based approach, which is used mostly for
low-speed flows.

The agglomeration multigrid method has some similarities with

two other techniques proposed for accelerating convergence of the
solution of sets of linear equations. The first one is additive cor-
rection multigrid (ACM) [60,123]. ACM is based on the concept
of adding constant corrections to groups of equations that can be
combined to form a “macro” equation. An additive correction
multigrid scheme for the Navier-Stokes equations has been pub-
lished in [124]. The algebraic multigrid method (AMG) [125] is
another similar technique that has been developed as a black-box
multigrid method. However, AMG is developed to be less depen-
dent on the origin of the linear equations, and hence can be ap-
plied to equations obtained from any field without any underlying
partial-differential equation. The works of Webster [126,127] are
the only ones to our knowledge that have used a coupled (block)
AMG on unstructured grids. Because of the lack of a grid struc-
ture and only heuristic arguments of coarsening, it is not clear
how the entire set of equations can be coarsened.

The solution of the coupled set of equations for flow, turbu-
lence, heat transfer, and chemical species poses a greater chal-
lenge. A coupled solution of the turbulence and chemical species
equations along with the momentum and continuity equations is
not well convergent even if direct solvers are used [128]. Hence, it
is necessary to decouple the individual physics, and couple them
through the properties such as turbulent viscosity and density. In
such a case, formulation of the coarse grid equations is not very
obvious. Restricting the frozen turbulent viscosity and density has
in the past been shown to slow down the asymptotic rate of con-
vergence after a certain (low) residual has been reached [116].
Further research is needed to accelerate this slow convergence.
Another area of research is the proper imposition of “wall func-
tions” in turbulent flow modeling. The wall functions are very
local on the finest grid, and as such, coarsening them or imposing
them on the coarse grids can give rise to inconsistent formula-
tions. These issues should be resolved in future research.

8 Comparison With Other Approaches

Like finite-volume methods, finite-element methods have also
seen rapid development during the last few decades [50]. Though
they originally addressed structural mechanics problems, finite el-
ement methods today covers the same thermal-fluids applications
as FVM, and also form the basis of popular commercial solvers.
Galerkin-based discretization procedures [50] are widely used,
and differ from the finite-volume approach described here in that
they do not employ the conservation principle as the basis of the

Table 2 Comparison of the performance of coupled single-grid and multigrid schemes for

dilution jet flows [117]

Multigrid, three Multigrid, three

Problem Single-grid, Single-grid, levels, levels,
(64 X 32X 32) grid iterations CPU (s) iterations CPU (s)
Laminar isothermal dilution jet 299 177.9 54 82.5
Laminar non-isothermal dilution jet 523 405.2 150 249.5
Turbulent isothermal dilution jet 555 930.3 150 383.2
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discretization. As a consequence, unlike FVM, conservation is
only satisfied only if sufficiently fine meshes are used. In other
respects, finite-volume and finite-element methods have followed
nearly parallel paths in their evolution. As with FVM, discretiza-
tion schemes for convection-dominated flows were a subject of
intense research in 1970s and 1980s [12,129]. Early FEM imple-
mentations employed direct solvers [130], but there, too, segre-
gated solvers are now widely used for incompressible flows [131].
The issue of spurious pressure modes also appears in the FEM
literature, and there, too, equal-order interpolation methods,
analogous to the co-located techniques discussed here, have been
developed to address them [132,133]. Once the discrete equation
set has been derived, the solution techniques for the algebraic
equations are independent of the discretization principle itself, and
thus, multigrid schemes, gradient search schemes, and other ap-
proaches are all equally applicable. The mathematical formulation
of finite element methods makes the extension to higher-order
formulations somewhat simpler, and higher-order spectral element
schemes, for example, are easier to develop using FEM [134].
Also, since nearly all structural mechanics solvers today employ
FEM, a seamlessly coupled solver spanning fluid and solid do-
mains may be somewhat easier to write with FEM. On the other
hand, the great geometric flexibility afforded by FVM formula-
tions supporting arbitrary polyhedral cells, is more difficult to
match within an FEM framework.

An emerging contender for complex geometries is the class of
meshless methods [135-139] which avoid the creation of both
surface and volume elements, and require, for the most part, only
the creation of mesh points and information about local proximity.
Since a large proportion of the time required for CFD calculation
is consumed by mesh generation at present, meshless methods
promise to significantly reduce the human time required for indus-
trial problem solving. Meshless methods also promise easy solu-
tion adaptivity and hold particular promise for problems with
time-evolving fronts such in crack-propagation or shocks. How-
ever, though the human time required for mesh generation is re-
duced with meshless methods, the time required for geometry
creation is the same, and computation time may be significantly
larger due to the penalty imposed by numerical quadrature, and
the use of direction solution techniques in some implementations
[139]. For flow computation, the method is still evolving, and
must be tested against a variety of compressible and incompress-
ible laminar and turbulent flow problems. Ultimately, the success
of meshless methods will depend on whether the mesh-generation
burden of FVM and FEM is relieved by the development of fast,
good-quality automatic mesh-generation schemes that do not re-
quire significant user intervention.

9 Closure

In this paper, the history and evolution of pressure-based finite-
volume methods have been reviewed. Finite-volume methods
have made a remarkable transition from their inception in the
1960s to their widespread use in commercial codes today. This
transition has been facilitated not only because of the ubiquity of
inexpensive computing power, but by the ever-expanding ability
of this class of techniques to address real-world problems.

Despite this remarkable success, a number of improvements
remain to be made. As computer memory becomes less and less of
a bottleneck, sequential solution procedures like SIMPLE, which
were conceived with computational and storage efficiency in
mind, must inevitably give way to more powerful coupled tech-
niques that promise to be faster, but which impose a storage pen-
alty. This transition is already underway to some degree, but fun-
damental algorithmic advances are necessary to develop robust
fully coupled procedures that cover important physics such as
turbulence and chemical reactions. The disparate time and spatial
scales of these phenomena pose particular challenges for coupled
procedures. The promised increase in speed through faster-
converging coupled techniques is especially critical for design and
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optimization, where large parametric spaces must be explored.

Accuracy remains an enduring issue with finite-volume
schemes. Though there appear to be no insurmountable conceptual
bottlenecks, nearly all published finite-volume schemes are of
second-order accuracy. Industrially driven CFD typically does not
demand ultra-high-order schemes at present because of other un-
resolved uncertainties, typically in turbulence modeling, physical
properties and boundary conditions. However, as large-eddy simu-
lations and direct numerical simulations of turbulence become
more common, it will be necessary to create more flexible frame-
works which will admit schemes of higher order. How to devise
such schemes within an unstructured mesh framework remains an
open research question.

Extremely complex physics, such as those governing liquid-
vapor multiphase flows, remain a challenge today, both in terms of
an adequate description of the physics as well as in devising ro-
bust algorithms for their solution. Pressure-velocity coupling in
this context remains a particular problem. Accurate and efficient
solution of complicated time-evolving free surfaces at multiple
scales and coupling to appropriate thermodynamic descriptions
for phase change are an important area for research.

As the reach of simulation becomes wider, finite-volume tech-
niques must inevitably begin to address multiscale and multiphys-
ics problems. This may take the form of extending finite-volume
methods to address new classes of physics, such as those for par-
ticipating radiation [140-142], stress analysis [14], electromagnet-
ics [143] or nanotechnology [144]. Alternatively, coupling seam-
lessly to domain-specific techniques may be another useful
approach.

Last but not least, verification and validation protocols must
continue to be developed and emphasized in CFD code develop-
ment, along with a quantification of uncertainty in predictions.
Without these, CFD in general, and finite-volume methods in par-
ticular, may provide broad intuition and heuristic guidance, but
cannot provide specific and reliable information.

Nomenclature
ap,a,, = discretization coefficients
a,,a, = discretization coefficients for the u and v stag-
gered momentum equation
A, A, A, Ay = area of faces (e,w,n,s)
A = outward-pointing area vector
bp = discretization coefficient
Dy = diffusion term for face f
e, = unit vector along line joining cell centroids
Fy = mass flow rate through face f
J = flux vector
M = Mach number
n = unit normal
p = pressure
p' = pressure correction
Sg = source term
Sy = secondary gradient term at face f
t = time
i,0 = pseudo-velocities
i = continuity-satisfying velocity field in co-
located scheme
u™,v™ = continuity-satisfying velocities in CVFEM
u,v = Cartesian velocity components
u', v’ = velocity corrections
V = velocity vector
x,y = Cartesian coordinates

Greek Symbols

= density

= density correction
transport variable

p
pr
¢
M dynamic viscosity
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A under-relaxation coefficient
I'y = diffusion coefficient
AV = volume of control volume
At = time step

Subscripts and Superscripts
e,w,n,s = associated with cell face indices
E,W,N,S = associated with cell neighbors
f = associated with cell face
nb = associated with neighbor cell
P = associated with cell P
* = prevailing value
0 = associated with cell CO
max(a,b) = maximum of a and b
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An Explicit Algebraic Model
for Turbulent Heat Transfer
in Wall-Bounded Flow With
Streamline Curvature

Fourier’s law, which forms the basis of most engineering prediction methods for the
turbulent heat fluxes, is known to fail badly in capturing the effects of streamline curva-
ture on the rate of heat transfer in turbulent shear flows. In this paper, an alternative
model, which is both algebraic and explicit in the turbulent heat fluxes and which has
been formulated from tensor-representation theory, is presented, and its applicability is
extended by incorporating the effects of a wall on the turbulent heat transfer processes in
its vicinity. The model’s equations for flows with curvature in the plane of the mean shear
are derived and calculations are performed for a heated turbulent boundary layer, which
develops over a flat plate before encountering a short region of high convex curvature.
The results show that the new model accurately predicts the significant reduction in the
wall heat transfer rates wrought by the stabilizing-curvature effects, in sharp contrast to
the conventional model predictions, which are shown to seriously underestimate the same
effects. Comparisons are also made with results from a complete heat-flux transport
model, which involves the solution of differential transport equations for each component
of the heat-flux tensor. Downstream of the bend, where the perturbed boundary layer
recovers on a flat wall, the comparisons show that the algebraic model yields indistin-
guishable predictions from those obtained with the differential model in regions where the
mean-strain field is in rapid evolution and the turbulence processes are far removed from
local equilibrium. [DOI: 10.1115/1.2709960]
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1 Introduction

The majority of flows that occur in nature or in engineering
practice are turbulent and, more often than not, are “complex” in
the sense that they possess features that are absent from classical
thin shear layers. These features commonly arise from the inter-
action of the turbulence field with a body force, e.g., Corioli’s, or
from its distortion by mean rate of strain components other than
the usual shear. The literature is abound with contributions made
by S.V. Patankar and his colleagues in the computational model-
ing of these difficult flows. Examples include their study of flows
in curved pipes [1], the comprehensive study they conducted of
the requirements of turbulence models for flows in rotating ducts
[2], and their prediction of the film cooling of curved surfaces
[3,4]. Our focus in this paper is on a subclass of complex flows,
namely, those involving streamline curvature in the plane of the
mean shear. Examples of this type include flows over aircraft
wings and over turbomachinery blades, where the accurate predic-
tion of momentum and heat transfer rates is critical to their safe
and efficient design. The effects of streamline curvature on the
turbulent stresses and the heat fluxes are well known: these quan-
tities are diminished when the angular momentum of the mean
flow increases in the direction of the radius of curvature as would
occur in a flow over a convex-curved surface (stabilizing curva-
ture) and are enhanced when the angular momentum decreases
with radius [5]. In strong stabilizing curvature, turbulence is ef-
fectively extinguished and the flow becomes laminarlike in many
of its features [6]. Accounting for these effects in closure models
of the type used in practical engineering design invariably in-
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volves making the mixing-length or the eddy-viscosity dependent
on an appropriately defined Richardson number. This approach,
while immensely successful for the class of flows for which the
modification has been devised, has in recent years been aban-
doned in favor of models that account more directly for the effects
of curvature on the Reynolds stresses. In these models, the eddy-
viscosity assumptions are abandoned and the Reynolds stresses
are instead obtained directly either from algebraic nonlinear rela-
tionships or from the solution of modeled differential transport
equations in which they appear as the dependent variables. Here,
again, Patankar’s contributions may be cited [3]; specifically, in
the use of an explicit algebraic model for the Reynolds stresses
that reproduced many features of a flow over a curved surface.
In sharp contrast to the Reynolds stresses, little has hitherto
been done on the related problem of modeling the effects of
streamline curvature on the turbulent heat fluxes. The usual ap-
proach to the modeling of flows with heat transfer is to approxi-
mate the unknown turbulent heat fluxes (—u;f) using Fourier’s law

— JaT
—ut=1— 1
U; t dxi ( )
and then evaluating the eddy diffusivity (I';) by scaling the eddy
viscosity with the turbulent Prandtl number

C k%
r,=-te et 2
O gy

where o, is the turbulent Prandtl number, usually assigned a con-
stant value, and k and e are the turbulence kinetic energy and its
dissipation rate, respectively. It is tempting to justify the use of
Fourier’s law on the basis that changes to the turbulent heat fluxes
due to curvature will be adequately accounted for via the changes
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Fig. 1 Flow domain and coordinate systems

to k and € predicted by a curvature-sensitive turbulence model.
However, this expectation is not supported by the experimental
evidence, which suggests that the heat fluxes are affected by
streamline curvature to a greater extent than the Reynolds stresses
[7,8]. Thus, in the experiments of Gibson et al. [8], for example,
the Stanton number on a mildly curved convex surface, fell by
18% of the flat-plate value compared to a mere 10% drop in the
wall skin-friction coefficient. The immediate implication of these
findings is that the turbulent Prandtl number, which is normally
assigned a constant value when used with Fourier’s law, is in fact
a strong function of the streamline curvature. This is not a surpris-
ing result because it can be shown to arise directly from analysis
of the modeled transport equations for the turbulent heat fluxes.
One such analysis was conducted by Gibson [9] who invoked
local-equilibrium assumptions to convert the differential equation
for the turbulent heat fluxes into algebraic expressions. The main
conclusion of that study was that the effects of streamline curva-
ture on heat transfer are mainly due to the curvature-dependent
terms appearing in the transport equations for the heat fluxes. This
conclusion turns out to have far-reaching consequences for the
development of an alternative and more rationally based model
for these fluxes. To demonstrate this, consider the exact terms that
express the rates of production of the two nonzero heat-flux com-
ponents ut and vt in a heated boundary layer where only the
gradients in the cross-stream direction (n) are important (refer to
Fig. 1). These terms are given as [10]

—(oU U\ __dT
Pi=-vtl —+— | -uv—
on r on

—U —dT
Py =2ut— —v*— (3)
r on

Since the heat fluxes are expected to be proportional to their rates
of production, Egs. (3) show that these fluxes must depend explic-
itly on the mean rates of strain, including those extra strains that
arise from streamline curvature. Such dependence is entirely ab-
sent from Fourier’s law and this explains, in part, the failure of
this model to capture the correct response to curvature. Equations
(3) also indicate that a rational model for the heat fluxes must also
correctly reflect their explicit dependence on the details of the
turbulence structure, as characterized by the components of u;u;,
and not just on the scalar turbulent kinetic energy k. This is be-
cause the components of the Reynolds-stress tensor are affected
by the streamline curvature in ways that cannot be represented by
changes in k alone. In the experiments of [11] on a convex-curved
boundary layer, for example, the shear stress uv was observed to
vanish in the presence of finite shear and then reverses sign in the
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outer layer in response to strong stabilizing-curvature effects. In
contrast, k was only marginally reduced under the same condi-
tions.

The purpose of this paper is to report on the development of an
algebraic model for the turbulent heat fluxes for curved wall flows
that is explicit in these quantities and contains the direct depen-
dence on the mean rates of strain that was identified in [9] as
being critical to the success of the model. The motivation for the
work is to determine whether such a model, which combines the
computational convenience and robustness of Fourier’s law with
the physics implied in the exact equations, can capture the curva-
ture effects that have hitherto been reproducible only with ad hoc
modifications, or with much more complicated closures involving
the solution of several differential transport equations. Details of
this explicit algebraic model will be presented in Sec. 2. In order
to put this model’s results into meaningful perspective, compara-
tive predictions were also obtained with the most complete avail-
able closure for the turbulent heat fluxes, namely, the one that
obtains each heat-flux component from the solution of its modeled
differential transport equation. Details of this more complex
model, and of the Reynolds-stress transport model used to close
the momentum equations, are also provided in Sec. 2. Section 3
presents details of the computational method used for solving the
governing equations. Comparisons of model predictions to experi-
mental data from a heated boundary layer with streamline curva-
ture are presented in Sec. 4, followed in Sec. 5 by a summary of
the main conclusions.

2 Mathematical Models

2.1 Equations for Mean Velocity and Temperature. The
flows where the effects of streamline curvature are most promi-
nent tend to be of the boundary-layer type, where flow reversal is
absent and the pressure-gradient effects, although present, are far
outweighed by those due to turbulent transport. This is certainly
the case in the experiment that will be used later to check the
model. The geometry is shown in Fig. 1, which also defines the
coordinate systems used. Upstream and downstream of the curved
section, the flow develops over a flat wall, and hence, the Carte-
sian system is appropriate. Over the curved wall, the flow is more
conveniently analyzed using the s-n coordinate system, where s is
distance measured along the curved surface and n is measured
along straight lines normal to s and away from the center of cur-
vature. To the boundary-layer approximation, and for steady, two-
dimensional high-Reynolds-number incompressible flows, the
equations that describe the conservation of mass, momentum, and
energy can be written in the following form:

au  ohv
oL
as on
U ohvU _uv UV duv  1dp
LA w Yv.__,ouv lop
s on R R on  pas
hop _ U
p(?n_R
oUT JhVT vt
— =—h— (4)

Js on on
where h=(1+n/R). Note that for a flat wall (R=), Egs. (4) re-

duce to the familiar Cartesian forms with s and n being equivalent
to x and y.

Transactions of the ASME



2.2 Algebraic Heat-Flux Model. It is instructive in present-
ing the new algebraic model for the turbulent heat flux in wall-
bounded flows to refer to the exact equation for this quantity
which, for steady flows, takes the form:

. diffusion
convection
— — E— —
du;t d— p't at u;
Uk_t =- —<uku,~t + 1'7—511( —Yu,— - Vt_l)
Xy, Xy, p oxy, Xy
X dissipation correlations
production
—
—oU; —dT ot du;  p' ot
—ud—— —w— = (y+ V) -
(9xk Bxk 19xk 0xk P (9)([- (5)

where vy is the thermal molecular diffusivity, p is the fluid density,
and p' is the fluctuating pressure.

The usual approach to the development of an algebraic model
for the turbulent heat fluxes based on Eq. (5) (e.g., [9]) is to
invoke local-equilibrium assumptions to eliminate the differential
terms representing convection and diffusion of the heat fluxes and
to approximate the remaining terms, which contain the unknown
turbulence correlations. The outcome is a set of algebraic expres-
sions that is implicit in the heat fluxes and whose success depends
heavily on the validity of the assumptions made to approximate
the last term in Eq. (5). This term, which represents the correlation
between the fluctuating pressure field and the gradients of the
fluctuating scalars, is particularly difficult to model due to the
absence of guiding experimental measurements. An alternative ap-
proach to modeling the heat fluxes, and one that does not involve
finding approximations to the unknowns in Eq. (5), is to postulate
a functional relationship for this quantity in terms of other vari-
ables suggested by the exact equation and then use tensor repre-
sentation theory to derive explicit algebraic relations for the heat
fluxes. This approach was first suggested by [13]. Their model
reads:

K2 or k—oT K oU, oT

—ut=C——+Cuu;y—+Cy5————

€ Ox; € 0x; é Ix; 0x;

K (—oU, —aU;\dT

+ C4?<Ml‘uk5: + ujuka_x]() é’_xl (6)

The values of the coefficients in Eq. (6) were determined by the

model originators by reference to the large-eddy simulation (LES)

and direct numerical simulation (DNS) results of [13] for scalar

diffusion in homogeneous turbulence with uniform shear and con-

stant scalar gradients and are given as (Cy,C,,C3,Cy)
=(-0.045,0.37,-0.0037,-0.023).

The main features of this model are immediately apparent: it is
algebraic and explicit in the heat fluxes—properties that will sig-
nificantly simplify its implementation in a numerical algorithm.
Moreover, the model contains all the dependences that are re-
quired by the exact equation; specifically, the turbulent heat fluxes
now depend explicitly on the Reynolds stresses and not merely on
the scalar turbulence kinetic energy. They also explicitly depend
on the mean rate of strain. Thus, to the boundary-layer approxi-
mation in the s-n coordinate system, the heat fluxes are obtained
as

wi= BT KT,
M_zeuvﬁy 3629)13)/ 462(9)1”

— kT
-vt=C,——+C
€ dy

2V Py + C4?5Pv_2 (7

where P2 and Pr; are, respectively, the rates of production of the
normal-stress component v> and the shear stress uv,

— Ul i
P,=-v hg l—ﬁS

Journal of Heat Transfer

_U
Pp=2uv— (8)
r

In Eq. (8), S is the curvature parameter, which represents the ratio
of the “extra” rate of strain due to streamline curvature to the
usual mean shear,

3 Ulr
T aUldy

The model of [12] is not applicable in its proposed form in the
region close to a solid wall. This was first noted in [14] in their
study of axial heat conduction on heat transfer in low Prandtl
number fluids. That the model requires adaptation to be applicable
in that region can be seen by inspection of the form of Eq. (7) for
flat-wall flows. There, the vertical heat flux component is obtained
as

©9)

— — kdT
—vt=(Cik+ C?)~—
vt=(C, 2U)E¢9y

Thus, with the values of C; and C, quoted above, it can be seen
that when

2 —_—
0373 < % <0.0455, ie., v¥k<0.122

then vt and dT/dy will be incorrectly predicted to be of the same
sign. Now, in wall-bounded flows, v?/k decreases rapidly with
distance to the wall. In the direct numerical simulations of [15]
obtained in a channel, for example, v falls below the critical
value of 0.122 at y*=~24. Consequently, the original model, when
applied in the region 0 <y* <24, will yield values for vt that will
be of the opposite sign to those obtained in the direct numerical
simulations. The model is thus not expected to perform well close
to a rigid wall—a region likely to be significantly affected by
streamline curvature effects.

Extension of the model of [12] to near-wall turbulent flows
requires making one or more of the coefficients of Eq. (6) depen-
dent on parameters that are strongly sensitive to changes in the
turbulence structure that occur in that region. These parameters
include the turbulence Reynolds number (Re,), the turbulence Pe-
clet number (Pe), and the second and third invariants (A,,A3) of
the Reynolds-stress anisotropy tensor (A;;) and the stress-flatness
parameter (A), defined as

k2
Re;=—
ve

Ay=AA

ije iy
Az =Aiininj

A=1-2(a,-4) (10)

Inclusion of Re, is justified on the basis that this parameter
represents the ratio of the turbulent to the molecular shear stresses
and its value is thus zero at the wall, thereafter increasing mono-
tonically with distance from it. It is also a scalar quantity and
therefore independent of the direction of the wall normal vector.
The same is true of Pr whose inclusion is necessitated by the
strong dependence of the flow in the viscous sublayer on the na-
ture of the fluid itself. The tensor A;; provides complete but cum-
bersome characterization of the state of the Reynolds-stress aniso-
tropy. The same state can be characterized by just the two scalar
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Fig. 2 Heated channel flow (Pr=0.7). Data of Debusschere.
Models: solid line, present; dotted line, [31]; dashed line, [32];
dotted-dashed line, [33]; x-x-x, [34].

quantities A, and Az [16], or by their combination A. Making the
model dependent on the invariants of A;; is also required to cap-
ture the essentially two-component nature of turbulence very close
to the wall.

Detailed analysis of the model’s performance in relation to data
from a large number of studies of wall-bounded flows using direct
numerical simulations [17-20] showed that the model yields ac-
ceptable predictions of the heat flux component in the direction of
flow, (uz), but that the normal component (vf) was in serious error
for the reasons already discussed. This was an important finding
since, as Eq. (6) suggests, it is only the C; coefficient that requires
modification in the near-wall region. A straightforward way to
accomplish this is to postulate a damping function of the form

Cy=Cy(1 —e™7e) (11)

Close to the wall, Re; is of order unity, and the correction ex-
pressed in Eq. (11) yields a lower value for C; than that deduced
from the homogeneous data of [13]. Further away, and as Re,
increases, damping is removed, and the value appropriate to high
turbulence Reynolds number is recovered. The values of o and 8
were determined by computer optimization to yield best fit to data
for vt from a number of direct numerical simulations of heated
wall-bounded flows. These included the heated Poiseuille flow
simulations of [17,18,21] with values of Prandtl number of 0.71
and 1.0, and the heated Couette flow simulations of [19]. The
values that gave the best fit (as determined by the least-squares
method) for all these flows were a=0.1 and B=1.5. The model’s
results obtained with these values are compared to the DNS re-
sults of [20] for a heated channel (Fig. 2) and a heated Couette
flow (Fig. 3). In both flows, the value of Pr was 0.7 and the
Reynolds number (based on half width and bulk mean velocity) of
3000. Also plotted there are predictions obtained with alternative
algebraic models. It is clear that the present model provides a very
accurate fit to the DNS data over the whole field, and especially
close to the wall. Departures from symmetry in the channel-flow
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Fig. 3 Heated Couette flow (Pr=0.7). Data of Debusschere
(Models: solid line, present; dotted line, [31]; dashed line, [32];
dotted-dashed line, [33]; x-x-x, [34])
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results observed in these plots are due to variations in the DNS
data used as input to the models.

2.3 Reynolds-Stress Transport Model. Since the focus of
this paper is on modeling the heat fluxes, it is appropriate to seek
to represent the Reynolds stresses with the best available turbu-
lence closure in order to provide as accurate a description of the
turbulence field as is possible to obtain with a Reynolds-averaged
approach. The model chosen for this study is the complete
Reynolds-stress transport closure found in previous studies
[23,24] to yield acceptable results for curved flows.

In Cartesian-tensor notation, the equations for Reynolds
stresses are written as

Convection:C;; Production: P;;

—— -

ouu; —U; —aU;
Uk_li =—<u,-uk—i+ujuk' '>
l?xk (?xk dxk
Diffusion:D[j
0|—— 1 — —_ ouu;
- — | wpu + —(p'u; 8y + p'u;6y) — v——"1
O"Xk|: 4%k P(p iYjk p j lk) ﬂxk

Dissipation:e;;

i Redistribution:d)ﬁ

Ou; du; " Ou;
_2,,(_1_1) + p_(_, . _z>
Oxy Oxy p\dx; dx;

(12)

Following the practices that proved successful in the earlier
studies of curved flows, the triple-velocity correlations responsible
for turbulent diffusion were modeled with the usual gradient-
transport hypothesis

k—duu;
—wujuy = Cy—ugu——* (13)
’ € ox;

where the ratio k/ € defines a characteristic turbulence time scale
and C; is an empirical coefficient taken equal to 0.22.

The difficult pressure-strain correlations term was modeled as a
combination of a return-to-isotropy part and a rapid part, with
corrections to each to account for the effects of a solid wall in
damping the pressure fluctuations in its vicinity, thus,

(I)ij = (D“,l + q)ij.z + (I)ij,w

i

(14)

where

)

Dy =- Cli(;“j‘ $8,k)

®;p == Cy(Py—38,P1)

6 — —
'€ 3 3
(Dij,w =C k(”kumnknméi_/' — iunn; — 2uku_jnkni)f

+ Cé((bkmlnknm 5= %(I)ki,znknj - %(ij,znkni)f (15)

In Egs. (15), n; is the wall normal unit vector and f is a function
which determines the local strength of wall damping. This is taken
here to be proportional to the ratio of a representative size of
energy-containing eddy (k¥?/€) to distance from the wall. The
proportionality constant is chosen to give this function a unity
value close to the wall.

The coefficients associated with this model have been assigned
the values recommended by [24,25] viz. (Cy,C,,C|,C5)
=(3.0,0.3,0.75,0.5).

The final approximation needed to close Eq. (12) relates to the
term representing dissipation by viscous action. At high values of
the turbulence Reynolds number, the dissipative motions are as-
sumed to be isotropic and the dissipation rate of u;u; is related to
€, the dissipation rate of k
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(16)

and € is obtained from the solution of the modeled conservation
equation

2
€;=30;€

c]—c_ﬁ>+c Pi-CaS
Eéuiuj('?x el k EZk

J

= 17
Dt ox; (17

where P; is the rate of production of turbulence kinetic energy

—(ou;, aU,
Pk=—uiu‘<_+—1>

/ &xj ox;

The coefficients are again assigned the values found by [24,25]
most appropriate for the prediction of curved shear flows, viz.
(Ce.Cy,Cp)=(0.15,1.40,1.80).

D_f_i<
1

(18)

1

2.4 Heat-Flux Transport Model. In order to put the alge-
braic model’s results in appropriate context, comparative predic-
tions were also obtained with the more complete but complex
model which is based on the solution of a modeled differential
transport equation for each heat-flux component. The exact equa-
tions have already been presented in the section on the formula-
tion of the algebraic model (Eq. (5)). Here, the modeling assump-
tions required to close those equations are presented. The term
that represents the transport of u;z by turbulent fluctuations is
modeled via the usual gradient-transport assumptions with a coef-
ficient of 0.15 as recommended by [26]. The rate of dissipation of
the heat fluxes by viscous action vanishes at high turbulence Rey-
nolds numbers and is dropped.

The production terms are exact and are rewritten here for later
convenience as

—JT
Py=- i = (19)

Xk

__ U,
Pip=—ug— (20)

ébck

The fluctuating pressure-scalar-gradient correlation term (77;,)
may be viewed as the counterpart of the pressure-strain term in
the w;u; transport equation and is expected to play an equally
important role in accounting for the effects of streamline curva-
ture. This term is usually modeled as the sum of three elements
[27]

(21)

the separate contributions arising, respectively, from purely turbu-
lence interactions, interactions between the mean strain and fluc-
tuating quantities, and corrections to allow for wall damping. Fol-
lowing [27], these contributions are modeled as follows:

it = i1+ T2+ Tigw

6_
i1 =~ Cltzuit (22)
Tit2 =~ CyPis (23)
E_
Titw =" Ct,w_uitninkf (24)

k

where f is the wall-damping function previously defined. The co-
efficients, which are determined by reference to measurements of
streamwise and cross-stream flux components in homogeneous
shear flows [27], are assigned the values (Cy,,Cy,C,,,)
=(2.85,0.55,1.2).

3 Solution of Equations

The mean-flow and turbulence-closure equations of Sec. 2 were
solved simultaneously by means of the EXPRESS code [28]. This is
an implicit finite-volume marching integration method which is
based largely on another of S. V. Patankar’s influential contribu-
tions: the GENMIX boundary-layer calculation procedure [29] with-
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out which none of the pioneering work on turbulence modeling
would have been possible. The main differences in the two pro-
cedures are in the choice of transformed coordinates used to cause
the computational grid to adapt to match the actual width of the
flow thereby ensuring that all the computational nodes remain
within the shear layer. In Patankar’s method, the dimensionless
stream function was used while here it is the physical cross-stream
distance nondimensionalized by the local boundary layer width.
Second-order accurate spatial discretization is employed. The
simulations reported here were obtained with a forward-step size
that was limited to 1% of the local boundary layer width, and with
60 nodes that were unevenly distributed in the cross-stream direc-
tion. Virtually identical results were obtained with a grid utilizing
twice as large a forward-step size and only 30 nodes in the cross-
stream direction (the maximum differences in skin-friction coeffi-
cient and in the shape factor obtained with the two grids were
0.17% and 0.21%, respectively). Reducing the forward-step size
by a factor of five produced no discernible differences.

The solution was started from assumed equilibrium velocity,
turbulence, and temperature profiles and was advanced step by
step in the direction of flow. At each streamwise location, itera-
tions were performed until the absolute sum of the residuals for all
the dependent variables fell to below 1073. Further reduction in
this tolerance produced no change in the predictions.

The experiment chosen to test the model is one in which a
turbulent boundary layer develops over a surface of high convex
curvature. The flow is strictly partially parabolic in the sense that
the effects of the curved surface are sensed some distance up-
stream due to changes in the pressure field. Moreover, significant
radial pressure gradients are set up over the curved surface itself.
This flow would be amenable to simulation using another of Pa-
tankar’s seminal contributions to computational fluid dynamics;
namely, the partially parabolic algorithm described in [1]. Here,
we adopt a simplified approach made possible by the availability
of measurements of the static pressure distribution along the
curved surface. An estimate of the radial distribution of static
pressure can be obtained from potential flow analysis. Thus, with
the assumption of parallel flow, the radial momentum equation
reduces to

ap U,
—=p— (25)
on r

where U, is the potential velocity whose radial distribution can be
deduced from the condition of zero spanwise vorticity

14(rU. 4%
_LL)__Ezo (26)
r Jr Js

which, again with the assumption of parallel flow, reduces to

rU,=RU,, 27)

where w refers to “wall” value.
With this result, Eq. (25) may be integrated to yield p;, the
pressure at location i within the flow

I, (R\?
2?Unl;

Finally, by differentiating this expression and by recognizing that
the total pressure is conserved there results

1
Pi=Dswt EpUzw - (28)

» RORIr

g R\?dp,
()2
os/; r/) os

— 29
PV s (29)

Equation (29) was used to evaluate the axial pressure gradients in
the curved-flow simulations presented here. Experimental values
of the wall static-pressure coefficients are plotted in Fig. 4, to-
gether with the distribution obtained by curve fitting the experi-
mental measurements using the Akima spline interpolation
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Fig. 4 Streamwise variation of wall static-pressure coefficient;
vertical lines signify location of convex bend

scheme. This was the only input from the experiments. The
freestream velocity was deduced and the predicted and measured
variations of this quantity with streamwise distance are compared
in Fig. 5, which provides a convincing demonstration of the abil-
ity of this simplified method to capture the radial variation in
static pressure induced by the streamline curvature. The use of the
Akima spline scheme proved essential to the attainment of smooth
variations in freestream velocity.

The boundary conditions were as follows: at the freestream, the
cross-stream gradients of all dependent variables were set equal to
zero, except for the temperature whose value there was set, as in
the experiment being simulated, at 14.6 K below the wall tem-
perature, which was kept constant in the direction of flow. At the
wall, integration terminated outside the viscous sublayer and the
boundary conditions applied there consisted of specifying the
fluxes of momentum and heat at the wall. These were, in turn,
deduced from the universal logarithmic laws

1
ut=—In(Gy*)+B
K

1
T*=— In(y*) +B' (30)
K

where the coefficients were assigned their usual values (k=0.41,
B=5.0, k'=0.45, B'=3.0). Fluxes of all the Reynolds-stress com-
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Fig. 5 Predicted and measured variation of freestream veloc-
ity (Ue/ Urer)
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ponents at the nodes closest to the wall were set equal to zero. The
dissipation rate was assumed to vary inversely with distance from
the wall to the node closest to it. With this assumption, and after
neglecting the convection and normal-stress gradients, Eq. (17)
reduces to the quadratic equation:

C C. kv?
- —pe-—<"2 =0 (31)
C62 Ce2 y

The solution to this equation yields values for € at the near-wall
nodes that were used to provide the boundary conditions there.
These values did not generally turn out to be equal to the rate of
production of turbulence kinetic energy except away from the
convex bend, where the two quantities did, indeed, turn out to be
equal.

4 Results and Discussion

The experimental data used to check the model’s performance
in a curved, heated, wall-bounded flow are those of [30] obtained
in a turbulent boundary layer recovering downstream of a short
convex bend. The geometry is shown in Fig. 1. The boundary
layer is first developed to equilibrium on a flat plate before en-
countering the convex bend. The bend had a turning angle of
30 deg and a surface radius of curvature R=0.115 m. At entry to
the bend, the ratio of boundary layer thickness (8) to surface
radius of curvature was ~0.19. This ratio provides a useful mea-
sure of the strength of curvature effects; its value here is higher
than that attained in any other experiment in which the curved
flow remained of the boundary layer type. Downstream of this
bend, the flow recovers on another flat section.

The measured streamwise variation of the wall static-pressure
coefficient C, [=(p—prp/1/2pU2] is plotted in Fig. 4 together
with the interpolated values used in the predictions. In this and
subsequent figures, the distance x is measured from the end of the
convex bend. Figure 4 shows that the effects of curvature on this
quantity are quite substantial and are felt at significant distance
upstream of the bend. Closer to the bend, the pressure initially
falls quite rapidly and then rises before finally falling again on the
flat recovery section. Thus, quite strong axial pressure gradients
are set up, initially favorable, but then adverse though not suffi-
cient to cause flow reversal. The ability of the algorithm for evalu-
ating the pressure gradients described in Sec. 3 is illustrated in
Fig. 5, which compares the predicted and measured streamwise
variation of the freestream velocity U,. The response of this pa-
rameter to the favorable pressure gradient is quite dramatic with
the local freestream velocity initially rising to 1.17U,.; immedi-
ately on exit from the bend and then falling to 1.057U,; at about
ten boundary layer heights downstream from there. These rapid
variations are well reproduced by the pressure-gradient algorithm
described in Sec. 3. The predicted and measured boundary-layer
thickness (&) are compared in Fig. 6. Measurements of the mean
velocity, from which & was deduced, were obtained using both a
flattened stagnation tube and constant-temperature hot wire an-
emometry with differences of order 3% reported immediately
downstream of the bend. The predictions there show an unrealistic
spike produced as an artifact of the procedure used to adjust the
size of the computational domain to match that of the flow.

The effects of pressure gradient on the measured and the
Reynolds-stress model predictions of the skin friction coefficient
Cyl=m,/(1/ 2)pU§] are shown in Fig. 7. Following the initial rise
in this quantity in response to flow acceleration, C; drops quite
markedly due to stabilizing curvature effects and attains a mini-
mum value some distance after exit from the convex bend. This is
obtained in both the measurements and the predictions though
somewhat further downstream in the latter. Also plotted in Fig. 7
is the correlation of experimental data for a heated flat-plate
boundary layer
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Fig. 6 Predicted and measured variation of boundary layer
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C;=0.0592 Re;"? (32)

Comparisons to this correlation show that both prediction and
measurements indicate a fairly rapid recovery in this parameter to
flat-plate values. Results obtained with the k-e model are also
plotted for comparison. These show fairly accurate response to the
favorable pressure gradient but, as expected, almost no sensitivity
to convex-curvature effects.

The combined influence of streamwise pressure gradients and
streamline curvature on the shape factor (H=4,/5,) is equally
pronounced and well represented by the Reynolds-stress transport
model. This can be seen from Fig. 8, where the k-€ predictions are
also included. As expected, the trends in H are opposite to those in
Cy: increasing in the bend before recovering to values typical of
flat-plate flow.

The predicted and measured mean-velocity profiles are com-
pared in Fig. 9, where they are presented in wall coordinates. Also
plotted there is the law of the wall (Eq. (30)), which was used to
deduce the wall momentum flux. Agreement for the later stages of
flow development is quite satisfactory, but this is not so for x
=68 mm, where the predicted profile shows stronger departure
from the log law than that shown by the experiments. This depar-
ture from the standard log law is consistent with the effects of
strong adverse pressure gradients; that the measurements do not
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Cf = 0.0592/Re**0.2 N
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A
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3
Cfx 10
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Fig. 7 Predicted and measured streamwise variation of skin-
friction coefficient
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Fig. 8 Predicted and measured shape factor

also show this is probably due, in part, to the difficulty in obtain-
ing accurate estimates of the wall shear stress using the various
techniques listed in Fig. 7.

Figure 10 compares the measured and Reynolds-stress transport
model predictions of the shear stress profiles upstream and down-
stream of the bend. The effects of stabilizing curvature are most
prominent in the outer layers where it is seen that the shear stress
falls to zero (and actually reverses sign at x=15 mm) in a region
where the mean rate of strain is finite. In this respect, the present
behavior is quite similar to that observed in [11] for an approxi-
mately similar ratio of 6/R. Agreement at the stations immedi-
ately after the bend is not particularly good due, in part, to the
inability of the turbulence model to capture the effects of adverse
pressure gradients—a defect it shares with most other closures.
The experimental data close to the wall are generally subject to
error due to inadequate spatial resolution of the hot wire probe
there. The consequences of such error are estimated in [30] to
cause underestimation of uv by ~12%. This is confirmed by the
steep gradients observed in the measured uv profiles with respect
to the wall values, which are also shown in Fig. 10. This behavior
contrasts quite sharply with the predicted profiles that appear to
smoothly asymptote toward the wall values.

Attention is now turned to the thermal field and, in particular, to
the performance there of the proposed algebraic heat-flux model.
Figure 11 compares the predicted and measured axial variation of
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Fig. 9 Mean-velocity profiles in wall coordinates
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Stanton number (St). Both results of the algebraic model and heat-
flux transport model are included, and these show that the differ-
ences between the two models to be almost insignificant. The
exception here is on exit from the bend where transport of heat
flux by the mean flow, something that cannot be represented by
the algebraic model, is expected to be important. Apart from that,
both models appear to significantly exaggerate the combined ef-
fects of stabilizing curvature that influence the thermal layer di-
rectly, and the adverse pressure gradients effects, that enter indi-
rectly via changes to the velocity field. Recovery to flat-plate
values is predicted by both models to occur at the same rate.
Results obtained with Fourier’s law are also plotted and show that
this model, as expected, exhibits a poor response to stabilizing
curvature effects. This is clear from comparison of this model’s
result to the conventional experimental correlation for a flat-plate
boundary layer

St=0.0296 Pr"4Re;** = 0.5C, Pr* (33)

The computed and measured temperature distributions, plotted
in inner-layer coordinates, are compared in Fig. 12, which also
shows the log law (Eq. (30)), which was used to provide the wall
heat fluxes. The results of both the algebraic and the flux-transport
models are again hardly distinguishable from each other except at
x=68 mm, where small differences are observed. Both models
and the measurements show departures from the flat-wall log law
up to x=209 mm but then seem to follow this distribution very
closely for the remainder of the recovery length.
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Fig. 11 Predicted and measured variation of Stanton number
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Fig. 12 Mean-temperature profiles in wall coordinates

_The predicted and measured profiles of the heat-flux component
vt are compared in Fig. 13. Here, too, the results of the two
models are virtually identical and both appear to overestimate the
measurements in a manner which is quite similar to that previ-
ously observed for the shear stress (Fig. 10). It would be reason-
able to expect that errors in the hot-wire measurement would ap-
pear consistently in both uv and vt, and this does, indeed, seem to
be the case here. Note the differences between the predicted and
measured behavior in the inner-wall region with only the former
showing the expected asymptotic approach to the wall heat-flux
values.

Figure 14 shows the predicted and measured heat-flux compo-
nent ut. This quantity, which would be obtained as zero with Fou-
rier’s law, is predicted as being finite with the present algebraic
model, albeit with values that significantly underestimate both the
measurements and the flux-transport model results. In boundary
layer flows, this component plays no part in the computations
since diffusion in the streamwise direction is excluded. It does,
however, play an important part in buoyant flows, where it enters
into the rate of production of turbulence kinetic energy. In such
flows additional terms that bring in dependence on gravitational
acceleration and temperature variance would appear in the alge-
braic representation of uz, and these additional terms are expected
to bring about better correspondence between predictions and
measurements. The strategy for inclusion of buoyancy-related ef-

—_———1——

O  Data
— Algebraic flux model

— — Flux-transport model

x [mm]

209

743

1001

Fig. 13 Predicted and measured profiles of —vt
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fects in the tensor representation approach is given in [12]; vali-
dation against buoyant-flow data is the subject of an ongoing
study.

5 Closing Remarks

The results presented in this paper suggest that a model for the
turbulent heat fluxes, formulated using tensor representation
theory, is capable of capturing the pronounced effects of stream-
line curvature without the ad hoc modifications found necessary
with Fourier’s law. The model is both algebraic and explicit in the
heat fluxes, properties that enhances its usability in engineering
prediction methods. Moreover, it allows for all the dependencies
that are required by the exact equations for the heat fluxes. Spe-
cifically, the heat fluxes are obtained as functions of the Reynolds
stresses and of the mean rates of strain, including the extra strains
that arise from streamline curvature. Comparisons to data from an
experiment on a heated boundary layer that develops over a short
region of high convex curvature show the algebraic model to per-
form just as well as a more complicated and computationally more
demanding heat-flux transport model. The results suggest that this
model, in the form extended to account for the wall-damping ef-
fects, provides a suitable tool for the practical prediction of engi-
neering flows where heat transfer is of importance.
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A new Reynolds stress transport model (RSTM) aimed for engineering applications is
proposed with consideration of near-wall turbulence. This model employs the Speziale,
Sarkar, and Gatski (SSG) pressure strain term, the w equation, and the shear stress
transport (SST) model for the shear stresses at the near-wall region (say, y*<30). The
models are selected based on the following merits: The SSG RSTM model performs well
in the fully turbulent region and does not need the wall normal vectors; the w equation
can be integrated down to the wall without damping functions. The SST model is a proper
two-equation model that performs well for flows with adverse pressure gradient, while
most two-equation models can have a good prediction of the shear stresses. A function is
selected for the blending of the RSTM and SST. Three cases are presented to show the

performance of the present model: (i) fully developed channel flow with Re. =395, (ii)
backward-facing step with an expansion ratio of 1.2 and Re=5200 base on the step
height, and (iii) circular impingement with the nozzle-to-wall distance H=4D and Re
=20,000. It is believed that the new model has good applicability for complex flow
fields. [DOI: 10.1115/1.2709957]

1 Introduction

Heat transfer in gas turbine systems involves complex turbulent
flows with separation, subsequent reattachment, and stagnation
regions in, e.g., ribbed cooling ducts. Accurate modeling of these
phenomena is very important because they have a big influence on
the fluid flow and heat transfer. To date, however, the most com-
monly used turbulence models have been eddy-viscosity schemes.
Yet, the second-moment closures, also known as the Reynolds
stress transport model (RSTM), offer the potential for far more
reliable predictions. This is because important production terms
are calculated directly from resolved variables, while the produc-
tion terms of two-equations models are modeled. However, the
main difficulties in the RSTMs are the modeling of pressure-strain
terms and the near-wall turbulence. The near-wall modeling needs
low-Re models, which are critical for heat transfer predictions.

Many available low-Re RSTMs show a problem for flows with
separation and reattachment, such as a backward-facing step flow.
There exists an unphysical bulge at the reattachment region, as
shown in Fig. 1. The streamlines shown in Fig. 1 are predicted by
Speziale, Sarkar, and Gatski (SSG) [1] based on the w equation.
The same problem exists for many other low-Re RSTMs accord-
ing to the authors’ and other researchers’ practices, e.g., the Laun-
der, Reece, and Rodi (LRR) model [2], the stress-w model [3].
This is mainly because the overprediction of the gradient of the
shear stresses around the reattachment region. Parneix and
Durbin’s elliptic relaxation procedure [4] can decently resolve this
problem. However, it needs six more Poisson equations for ob-
taining the relaxation factor f;;, whose complexity is beyond the
feasibility of most of the industrial applications.

In this paper, a new RSTM aimed for engineering applications
in, e.g., ribbed cooling ducts, is proposed with consideration of
near-wall turbulence. This model employs the SSG pressure strain
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term, the w equation, and the shear stress transport (SST) [5]
model for the shear stresses at the near-wall region (say, y*<30).
The models are selected based on the following merits: the SSG
RSTM model performs well at the fully turbulent region and does
not need the wall normal vectors; the w equation can be integrated
down to the wall without damping functions. The SST model is a
proper two-equation model that performs well for flows with ad-
verse pressure gradient, while most two-equation models can have
a good prediction of the shear stresses. A function is selected for
the blending of the RSTM and SST.

By the proposed new model, the unphysical bulge at the reat-
tachment region is eliminated. Then the model is applied for the
fully developed channel flow and an impingement jet case for
flows with stagnation regions.

2 Method

The method is based on solving the Reynolds-averaged Navier
Stokes (RANS) equations. The Reynolds stresses are either mod-
eled by the Bousinessq hypothesis or solved directly by transport
equations.

2.1 RANS Equations.

aU;
" "
ou; JdU;U; 1P 4
Wi, W) __LIP 9 s, —Ry) 2
ot x; pox; 0x;
T  JUT J T —
—+(—L)=—<l——t’u{) (3)
ot ox; x; \ Pr ox; J

where S;;=(1/2)[(dU;/ ox;)+(dU;/ dx;)]. R;; and W are the spe-
cific turbulent Reynolds stresses and heat fluxes, respectively, and
they are modeled in the following sections.

2.2 Turbulence Models. In this paper, the V2F [6], SST [5],
and SSG [1] models based on the w equation are applied. In

Transactions of the ASME



3xh 4 5 6 7

Fig. 1 Predicted streamlines by the SSG-W model for the
backward-facing-step case

addition, a new model SSG-SST, based on the SST model and
SSG model, is proposed. The V2F model is only for comparison
purposes; thus, its equations are not shown here.

2.2.1 SST k-w Model.

ok AUk J ok | —
—+(—L)=—[<v+&>—]+Pk—,8kw (4)
ot ox; Ix; O/ 0x;

a_w+a(va)zi[(Hﬂ)(?_w]ﬂLsz_sz

ot ox; ox; 0,/ 0X; v,
1 dk dw

+(1=F))20,——— (5)
® 0x; OX;

where Py=—u;u;dU;/ dx;=2v,S;;S;; is the production of kinetic en-
ergy, and P=min(P,,c,e€)

alk
V= — .
max(a; w, V2SF,)

The Reynolds stresses are modeled as

7 _2
R =uju;=3k8;-2vS; (7)
Closure coefficients ¢p=F;¢;+(1—-F)p,, where ¢ can be any of
the following coefficients, e.g., o3 =F 04 +(1—-F})oy, and F| is
the blending function:

Oy = 2, Ty = 2, Y= 05532, B] =0.075
on=1, 0,=1.168, y=0.4403, B,=0.0828
=10, ;=031 B =0.09 (8)
F, = tanh(arg?)
. [ ( Vk 5001/) 4po'm2k]
arg; =min| max| ——,—— |, 5
B wy y'w/) CDyy
1 dk dw 10
CDy,=max|2po,———,1.0e 9)
 0X; 0X;
F, = tanh(arg3)
Jk 5000
arg, =max| 2——,—— (10)
B wy y®

In addition e=B"wk and [=k"*/ ®, w,,=6v/ Byy?, where indices w
and 1 denote the wall and the first point off the wall, respectively.

2.2.2 SSG Model Based on w Equation (SSG-w). We reformu-
lated the SSG [1] model based on the w equation, because the w
equation can be naturally integrated to the wall

Journal of Heat Transfer

oR;;  INU,R;; J OR;; 2 .,
_I'L+(—W”'L)=_|:<V+&>_ll:|+Pij—_Blk(,U6ij+Hij
ot x,, x,, o/ I, 3

(11)

The w equation is the same as that in the SST k-w model, except
the calculation of the production term, which is calculated as Pj,
=—R;}(9U;/ dx,).

The diffusion term is modeled using a simple eddy viscosity

model,
Jd OR;;
D,,:—(ﬂ—’l) (12)
ox,, \ oy 0x,,
The pressure-strain tensor is modeled as follows:
=P, + D, (13)
D=- B*kw[cslaij + Csz(aikajk - %A ‘Sij)] (14)
;== C, Pa;j+ CokS;;— C3kS; A"
+ Cr4k(aiijk + aijik - %aklsklfsij)
+ Csk(ay e+ apQy) (15)
where
R, 2
ai;= 7{11 551', (16)
A=a,a; (17)
Auxiliary Relations:
k
V=" (18)
w
J— ror 1
Rl-_/-=uiuj, k= ERkk (19)
U, U, 1
P;=-R,—-R,—, P=—=P 20
ij im de jm 0Xm 2 kk ( )
The constants have the values
CT] Cv? Cr] Cr7 Cr'% Cr4 Cr;
1.7 -1.05 0.9 0.8 0.65 0.625 0.2

2.2.3 SSG-SST Model. The SSG-SST model is based on the
SSG-w model. The only difference is that the shear Reynolds
stresses used in the momentum equation are blended from R;; and
those from the SST model. Here, the normal stresses are not
blended because we want to keep the anisotropy feature of the
normal stresses of the RSTM.

T T T 1
0 100 200 300 400
v+

Fig. 2 Plot of the blending function F,
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Fig. 3 Computational geometry: (a) topology and (b) grid
around the step

Fig. 4 Streamlines for the backward-facing-step case: (a) DNS
and (b) SSG-SST note: (a) and (b) are scaled the same

Rijletiect = Fy Rijlssg-o+ (1 = F}) Rijlsst i #j (21)

where F), is the blending function. Equation (21) is only strictly
correct for a Cartesian coordinate system but can be further de-
veloped to be valid in any coordinate system. The selection of a
blending function is to ensure the asymptotic consistency with the
near-wall behavior of the exact equation of motion. In this work,
a blending function has been tentatively adopted from the low-Re
two-equation model of Abe et al. [7] as

Re = 5,200
DNS (Le,

Moin & Kim, 1993)

0.003 Exp. (Jovic & Driver, 1995) 0.0.0.00
0.002
0.001
«0.000 —
20
-0.001
-0.002
SSG-SST
-0.003 —---- RSTM (Parneix & Durbin)
------ SST
-0.004

Fig. 5 Friction coefficient of the backward-facing-step case
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Fig. 6 U-velocity profile of the channel flow case

Fb _ (1 B e_(y4’/14))2(1 +5 Ret—().75 e—(Re,/200)2) (22)

where y“=(v€)®®y/v and Re,=k?/ev. Figure 2 shows a typical
plot of the blending function F, versus y* for the fully developed
channel flow case of Re =395. F), is close to zero at the near-wall
region, while it is unity at the fully turbulent region. This blending
function has the desirable feature, but some work is needed to
reveal its general applicability.

2.2.4 Modeling of Turbulent Heat Fluxes. The turbulent heat
fluxes are computed using a simple eddy diffusivity model (SED)

v, T
tu,=———
J Pr, ox;

where the turbulent Prandtl number is Pr,=0.89.

(23)

2.3 Numerical Solution Procedure. The computations are

& DNS S$$SG-SST

=)
~o1
=)
1.
0.
0.0 . . . .
0 100 200 300 400
(a) v+
1.004
DNS S$SG-SST
°
0.75
Z0.50
B3
3
I
0.251
0.00 . ; . .
0 100 200 300 400
(b) v+

Fig. 7 Reynolds stresses of the channel flow case: (a) normal
stresses and (b) shear stress
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Fig. 8 Inlet profiles of the impingement jet case: (a) geometry,

(b) grid and TKE contours around the jet inlet, and (c) inlet
profiles

carried out in an in-house multiblock computer code CALC-MP [8]
based on the finite volume technique. The code uses a collocated
mesh arrangement and employs the improved Rhie and Chow
interpolation [9] to calculate the velocities at the control volume
faces. The SIMPLEC algorithm couples the pressure and velocity.
An algorithm based on TDMA is used for solving the algebraic
equations. Coefficients are determined by the QUICK scheme for
the momentum equations and the hybrid scheme for all the other
discretized equations.

3 Results and Discussion

3.1 Backward-Facing-Step Case. The geometry of the
backward-facing-step case is shown in Fig. 3(a). The flow is sym-
metric about the centerline of the channel. As a consequence, we
take only half of the channel as the computational domain. The
computational region ranges from x/h=-10 to 20, x=0 being the
location of the sudden expansion and / being the step height. The
fully developed channel flow inlet is set at x/h=-10. The Rey-
nolds number based on the step height / and the inlet bulk veloc-
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Fig. 9 Comparison between the present solver and FLUENT with
the V2F model for the impingement jet case: (a) TKE contours
and (b) Nusselt number

ity is 5000. We checked the solution for grid independence, and a
multiblock grid (52 X 52 and 122X 102) is found to give indepen-
dent results. The focused view of the grid is shown in Fig. 3(b).

Figure 4 shows the predicted streamlines from DNS of Le et al.
[10] and the SSG-SST model. The reattachment is well predicted
by the SSG-SST model in comparison to the DNS data, and the
unphysical bulge is suppressed. The size of the corner bubble is
also in good agreement with the data.

Figure 5 shows the friction coefficient. For comparison pur-
poses, the predicted results by the combined elliptic relaxation
procedure of Durbin and the SSG model are also included. Our
new model provides an improved prediction of the friction coef-
ficient. After the reattachment, the recovery is also good. The only
problem is the small overprediction of the reattachment length,
which might be due to the SST model being used for the near-wall
shear stresses. By analogy, the model is also good for the predic-
tion of near-wall heat transfer. For the model of Durbin, however,
large underprediction can be observed at the back-flow region.
This is attributed to the underprediction of the back-flow intensity
by Parneix and Durbin [4]. They also stated that “this specific
problem seems to be common to every existing second moment
closure model, whatever near-wall model is used (low-Re or wall
function).” In their study, in addition, the recovery after the reat-
tachment is too slow, which might be linked to the too slow back
flow.

The proposed new model obviously works fine for flows with
separation and reattachment. We need to further test the model in
simpler generic geometries, like the fully developed channel flow.

3.2 Fully Developed Channel Flow Case. The fully devel-
oped channel flow is driven by the constant pressure gradient
dP/dx, which is balanced by the wall shear stresses. The flow with
Re,=u .6/ v=395 is symmetric about the centerline of the channel.
As a consequence, we take only half of the channel as the com-
putation domain. Periodic boundary conditions are set in the main
flow direction. The results are compared to existing DNS (direct
numerical simulation) data.
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Fig. 10 V-velocity comparison between experiments and
present simulations (circle: PIV experiments, solid line: SSG-
SST model, dashed line: V2F model, and dashed-dotted line:
SST model): (a) V contours and (b) V line plots (note: the
strictly horizontal lines are axes)

Fig. 11 u'u’ comparison between experiments and the
present simulations: (a) V2F and (b) SSG-SST
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Fig. 12 Line plot comparisons between experiments and the
present simulations (legend as in Fig. 10): (a) uv'u’ and (b) V'V’

Figure 6 shows the predicted mean velocity profile normalized
by the friction velocity. We can see that it is in reasonably good
agreement with the DNS data of Moin and Kim [11], although
there is a small underprediction.

Figure 7 shows the predicted Reynolds stress profiles normal-
ized by the friction velocity. The shear stress is in good agreement
with the DNS data. For the normal stresses, good agreement can
be observed at most of the regions. However, in the buffer layer,
the main-stream-direction stress u'u’ is seriously underpredicted.
This might be so because the SSG pressure strain model needs a
proper near-wall model and the present one might not be appro-
priate (see also [12]).

Both the backward-facing-step and channel-flow cases are
dominated by shear. In Sec. 3.3, a normal strain dominated case is
provided, i.e., an axisymmetric impingement jet case.

3.3 Circular Impingement Jet Case. Figure 8(a) shows the
computational geometry. The nozzle-to-wall distance is kept at 4.
Figure 8(b) shows the focused view of the computational grid
around the jet inlet. The Reynolds number based on the nozzle
diameter is 20,000. For this case, we want to validate the imple-
mentation of the turbulence models to eliminate the numerical
errors. At first, the V2F model is validated versus the commercial
software FLUENT 6.1, which also has an implementation of the
V2F model. Here, we compare the results from our in-house code
CALC-MP and FLUENT 6.1 predictions. At the end of the section, the
new proposed model is evaluated against the V2F model and ex-
perimental data.

Figure 8(c) shows the inlet boundary conditions for the mean
velocity and kinetic energy. They are both calculated in separate
computations for fully developed pipe flow. A focused view of the
turbulent kinetic energy (TKE) contours around the jet inlet is
shown in the left-hand side of Fig. 8(b). A fully developed profile
can be clearly observed.

Figure 9(a) shows the predicted turbulent kinetic energy con-
tours by the different implementations of the V2F model. A good
merit of the V2F model is its correct behavior around the stagna-
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Fig. 13 Predicted Nusselt number in comparison to

experiments

tion region, where the normal strain dominates. There is no
buildup of turbulence at the stagnation region from either of the
implementations. The difference between the results from CALC-
MP and FLUENT is negligible.

Figure 9(b) shows the predicted Nusselt number. Generally
speaking, both of the results are in good agreement with the ex-
periments [13]. The biggest difference between our implementa-
tion and that of FLUENT is ~6% at the stagnation region. The
reason for the difference might be from some implementation is-
sues, such as the calculation method of Nusselt number, the treat-
ment of boundary conditions.

In general, our implementation of the V2F model in our in-
house code is correct, which may indicate that the way we used
for implementing turbulence models in our in-house code is cor-
rect. In the following paragraphs, evaluation of the proposed new
model in predicting the impingement case is carried out.

Figure 10 shows the axial-direction mean velocity contours in
comparison to the particle image velocimetry (PIV) data of Ding
[14]. The results from the SST, V2F, and SSG-SST models are in
good agreement with the PIV experiments. The predicted potential
cores (95% of the inlet velocity line in Fig. 10) are in excellent
agreement with the experiments. o

Figures 11(a) and 11(b) show the u'u’ contours. The V2F
model, due to the isotropic assumption, overpredicts the u'u’ at
the free jet region because the main flow direction is the V veloc-
ity direction. But it provides a reasonably good prediction at the
wall jet region, where the U direction is the main flow direction.
At this point it is worthwhile to point out that the V2F model is an
eddy viscosity model providing an eddy viscosity for the govern-
ing equations. Thus, one should not expect it to provide accurate
prediction of the normal stress. The SSG-SST model can naturally
handle the anisotropy of the turbulence, so that much better pre-
diction of u’u’ can be observed, as shown in Fig. 11(b).

Figures 12(a) and 12(b) show the plots for u'u’ and v'v" at five
lines. For the prediction of u'u’, the superiority of the SSG-SST
model is clearly shown, except very close to the wall region. For
v'v’, the predictions from the three models are very similar. At
the inlet region, they all underpredict the peak in the buffer layer.
At the regions (y/D=1, 2, and 3), the results are reasonably good,
but it seems that the V2F model is somewhat better in this region.
At the line y/D=0.2, the SSG-SST model seems to perform best.

Figure 13 shows the Nusselt number distribution on the im-
pingement wall. In general, both models provide reasonable pre-
dictions, but V2F always shows higher values. In the stagnation
region, SSG-SST agrees better with experiments while V2F shows
better agreement further downstream along the wall. As was men-
tioned previously, the V2F model provides an overprediction of
turbulence, which results in a higher Nusselt number than the
SSG-SST model.

Journal of Heat Transfer

4 Conclusions

A new second-closure momentum model, SSG-SST, is pro-
posed. We have the following findings:

1. It resolves the unphysical bulge problem and works very
well for predicting the friction coefficient for the backward-
facing-step case.

2. The new model works reasonably well for fully developed
channel flow.

3. Because anisotropy is naturally predicted for the impinge-
ment case, both the mean flow and turbulence field are well
predicted. Concerning the heat transfer for the impingement
case, the V2F and SSG-SST models perform overall de-
cently well but V2F gives, in this case, higher Nu values.
More work should be concentrated on the near-wall region
modeling for improved prediction of the stagnation heat
transfer.
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Nomenclature
Cy = skin friction coefficients based on bulk veloc-
ity, 7,/[(1/2)pU2]

D;; = diffusion term

Fy, F,, F;,, = blending functions
h = step height
H = nozzle-to-wall distance or channel height
Nu = Nusselt number Nu=4D;/\
P = pressure
P, = turbulent production
Pr = Prandtl number
Pr, = turbulent Prandtl number
q,, = wall heat flux
Re = Reynolds number Re=U,D;/v
Re, = Reynolds number based on the friction velocity
RCT= U 7.l) h/ 14
—Rij = specific Reynolds stress tensor, =—u;u;
§;; = mean-strain rate
__t = time
'u] = specific turbulent heat fluxes
T = temperature o
u; = friction velocity u,=\r,/p
U, = bulk velocity
X;, y = coordinates
y* = dimensionless, sublayer-scaled, distance, y*
=uylv
B" = coefficient for the k equation
y = linear temperature increase rate
6;; = Kronecker &
€ = dissipation rate
N = thermal conductivity
v = kinematic viscosity

v, = turbulent kinematic viscosity

p = density
7,, = surface shear stress
®;; = pressure strain tensor

w = specific dissipation rate
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Compressibility and Variable
Density Effects in Turbulent
Boundary layers

Twwo compressible turbulent boundary layers have been calculated by using direct nu-
merical simulation. One case is a subsonic turbulent boundary layer with constant wall
temperature for which the wall temperature is 1.58 times the freestream temperature and
the other is a supersonic adiabatic turbulent boundary layer subjected to a supersonic
[freestream with a Mach number 1.8. The purpose of this study is to test the strong
Reynolds analogy (SRA), the Van Driest transformation, and the applicability of Mork-
ovin’s hypothesis. For the first case, the influence of the variable density effects will be
addressed. For the second case, the role of the density fluctuations, the turbulent Mach
number, and dilatation on the compressibility will be investigated. The results show that
the Van Driest transformation and the SRA are satisfied for both of the flows. Use of local
properties enable the statistical curves to collapse toward the corresponding incompress-
ible curves. These facts reveal that both the compressibility and variable density effects
satisfy the similarity laws. A study about the differences between the compressibility
effects and the variable density effects associated with heat transfer is performed. In
addition, the difference between the Favre average and Reynolds average is measured,
and the SGS terms of the Favre-filtered Navier-Stokes equations are calculated and

analyzed. [DOI: 10.1115/1.2709971]

Keywords: compressible Navier-Stokes equations, compressibility, variable density
effects, turbulent boundary layers

1 Introduction

The compressibility of flows is a measure of the volume change
or density change of fluids as a response to a pressure change,
B=—(1/V)(aVI/dP) or B=(1p)(dp/IP), under the circumstance
that the substantial derivative of the density is nontrivial or the
velocity is not divergence free. In this manner, if the pressure
gradient or pressure variation is large enough to affect a substan-
tial change in the density of the flow, such a flow is compressible.
The effects associated with the volume change of the fluid ele-
ments in response to the pressure change are regarded as com-
pressibility effects [1]. For gases, the density is a function of
pressure and temperature. Thus, for the gas flows with heat trans-
fer, the major contribution of the density change may be from the
temperature change rather than the pressure change. Such flows
may be nearly incompressible, but the substantial change in the
density is nonzero. In order to distinguish such density changes
from the compressibility effects, we call the effects associated
with the density change in response to the temperature changes
rather than the changes in the pressure the variable density effects.
Clearly, for both situations, the governing equations are the com-
pressible Navier-Stokes equations.

In low Mach number turbulent boundary layers, the influence of
density fluctuations on the turbulent boundary layer is negligible
as long as the mean density remains constant across the boundary
layers [2]. Such flows usually are treated as incompressible flows.
However, the density varies with the distance from the wall once
heat transfer is involved. The density changes that occur with heat
transfer can greatly deform the turbulent structures. As a result,
the mean velocity profiles will eventually be deformed even
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though the Mach number is small [3]. The nonzero gradient of the
mean density will cause a nontrivial distribution of the substantial
derivative of density. Thus, such flows will be incompressible but
have large density variations.

Huang et al. [4] and Nicoud and Bradshaw [3] suggested using
density-weighted transformations, which are similar to the Van
Driest transformation, to modify the velocity profiles. In this man-
ner the similarity law for incompressible flows can be applied to
compressible turbulent boundary layers or incompressible turbu-
lent boundary layers with a heated wall [4]. Note that Huang et al.
[5] dealt with compressible flows, but Nicoud and Bradshaw [3]
dealt with incompressible flows with strong heat transfer. There-
fore, it is worthwhile to compare the influence of the compress-
ibility effects and variable density effects on the validation of the
Van Driest transformation.

The magnitude of the density fluctuations may be independent
of the Mach number. The earlier experiments found that the den-
sity fluctuations can be neglected if the freestream pressure gradi-
ent is small [2] for a compressible turbulent boundary layer with a
Mach number of <5, particularly in the outer part of the turbulent
boundary layer, which is fundamental to Morkovin’s hypothesis.
However, the very recent direct numerical simulation (DNS) re-
sults for a supersonic turbulent boundary layer with heat transfer
at a Mach number of 2.5 [6] and a thermal turbulent channel flow
at the Mach number 1.5 [7] show that p,/p is ~0.05 in the
buffer zone and logarithmic layer regions. Large eddy simulation
(LES) results for a turbulent channel flow at the Mach number
0.01 with the significant heat transfer show that p,,/p is ~0.08 in
these regions [8]. In this sense, the contribution of the density
fluctuations to the compressibility effects or variable density ef-
fects in the inner part of the wall shear flow is underestimated for
the wall shear flows that have a Mach number of <5. Addition-
ally, when the Mach number is <5, such a compressibility is
sensitive to the Mach number [9] and weak in the viscous sub-
layer and outer part of the turbulent boundary layers [6,7,9]. To
check p,,/p quantitatively, we calculate an adiabatic supersonic
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turbulent boundary layer with a Mach number of 1.8. Moreover,
we consider the effect of heat transfer on density fluctuations for
the low Mach number flows.

One influence of the compressibility on the flow is the energy
transfer from kinetic energy to internal energy. This process is not
reversible. The extra dissipation resulting from the compressibility
relates to the turbulent Mach number M,=g/c (q is a velocity
scale characteristic of the turbulence and ¢ is a representative
speed of sound), the density variance p.,./p, the mean of the
density, and the pressure dilatation [1]. Note that, by the continu-
ity equation, the mean of density is associated with the mean of
the dilatation 6=du;/dx; and the density fluctuation is associated
with the dilatation fluctuation 6’ because Dp/Dt+6=0. For an
adiabatic compressible supersonic turbulent boundary layer
(ACSTBL), the order of magnitude of the density fluctuation, tur-
bulent Mach number Ma,, and the pressure dilatation depends on
the temperature difference across the flow. Thus, energy transfer
from the kinetic energy to the internal energy is driven by the
gradient of the mean density, and the molecular viscosity and the
solenoidal part of turbulent viscosity, which are dominated by
dissipation and largely independent of compressibility effects. The
increasing Ma, is usually associated with the increasing density
fluctuations pme/p [1]. When Ma, is in excess of 0.2-0.3, the
compressibility effects become significant [10]. DNS results re-
ported by Guarini et al. [6] show that the local Ma, exceeds 0.2 in
most of the inner part of the supersonic turbulent boundary layer
at Ma=2.5. This implies that the compressibility dramatically de-
forms the near wall turbulent structures even though the Ma, is
<5. Thus, the local distribution of Ma, must be argued in order to
investigate the compressibility effects. To distinguish the com-
pressibility effects from the variable density effects, the turbulent
Mach number Ma,, the density fluctuations p,,,;/p, and the dilata-
tion fluctuation @' are calculated for both the compressible and
incompressible flows.

An important issue associated with the compressibility and
variable density effects is the Favre average [11]. To account for
the compressibility and variable density effects, a mass-weighted
averaging, Favre average, was suggested. This idea is similar to
the Van Driest transformation. Without the compressibility and
variable density, the Favre average is equivalent to the Reynolds
average. Therefore, the influence of the compressible and variable
density effects on the deviation of the Favre average from the
Reynolds average should be discussed.

In summary, this paper will focus on testing the strong Rey-
nolds analogy, calculating the density fluctuations for both of the
cases, determining the difference between Favre average and Rey-
nolds average for velocities and illustrating the influence of Mach
number and heat transfer on additional terms in the Favre-filtered
Navier-Stokes equations.

2 Governing Equation and Numerical Method

All of the variables were normalized as follows: x,-:xf/ﬁd, u;
=u; /U, t=t1(8,/U,), p=p"Ipe pzp*/peUg, T=T'IT, e
=e'|U2, p=p"/ o k=k"1k,, c,=c,/(U.IT,), R=R"/(UIT,), c,
=c;/ (U?/ T,), where the subscript e stands for the freestream
properties and §; was the displacement thickness of the inlet sta-
tion. The reference Mach number was Ma,=U,/ \e“’yR*Te. The fluid
was assumed to be an ideal gas and the nondimensional equation
of state is: p=pRT. The nondimensional coefficients of viscosity
and thermal conductivity were evaluated as: u=T", where n was
assumed to be 0.71. The specific heats, ¢, and c,, were treated as
constant.

The continuity, momentum and energy equation read:

J apu;
w , doui_

1
ot ﬁx,« ( )
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where E is the total specific energy (E=c,T+(1/2)uu;), o;; is the
shear stress tensor

2
g;;= —Iu<Sl.j_

1
= Re _Skk5ij)

3
and g; is the heat flux (q;=—(c,u/RePr)(dT/dx;)).

The numerical method utilized to solve the Navier-Stokes equa-
tions, Egs. (1)—(3), was a quasi-Newton method, according to
which the numerical simulation can be reduced to a linear alge-
braic problem: a Jacobian equation, which follows:

JSu =RHS (4)

Here, RHS are the residual errors, du are the variance, and J is the
Jacobian matrix. The low Mach number flows are nearly incom-
pressible and the condition number for the Jacobian matrix J is
large. This leads to a stiffness problem. In order to achieve a
steady convergence of Eq. (4), Liu and Pletcher proposed a new
scheme [12], which is a combination of the SIMPLE methods in-
troduced by Patankar and Spalding [13], the fractional step meth-
ods developed by Kim and Moin [14] as well as Wall et al. [15],
and preconditioning techniques [16].

The main idea of the method is to seek the preconditioning
matrix P and factorization matrix M such that the resolved system

(PIM)M™"6u=P-RHS (5)

has a better distribution of eigenvalues; that is, the eigenvalues of
PJM and M~! are positive and cluster around 1. The precondi-
tioning matrix P utilized in this paper was proposed by Pletcher
and Chen [17]. The matrix M and M~ were proposed by Liu [12].
Such a factorization matrix M~! taking advantage of the SIMPLE
and fractional step methods decomposes the pressure and velocity
variances and, thus, accelerates the convergence of the code.

A periodic boundary condition was utilized in the spanwise
direction. A characteristic boundary condition [12] was applied at
the outlet and a dynamic recycling inlet method [18] was em-
ployed to generate the fully developed turbulent boundary layer.

3 Results and Discussion

Four cases were calculated by DNS: Cases 1 and 3 were a
turbulent boundary layer with Reynolds number of 2000 based on
the inflow displacement thickness at a Mach number Ma,=0.06
with a constant temperature heated wall, 7,,=1.58T,. Cases 2 and
4 were an adiabatic supersonic turbulent boundary layer at a Mach
number 1.8, where the Reynolds number is 2000 based on the
displacement thickness. Although case 2 was adiabatic, the wall
temperature of the turbulent boundary layer was 1.587, because
of the viscous heating effects.

The numerical mesh for cases 1 and 2 was the same, which was
uniform in the streamwise and spanwise directions, but was
stretched in the normal direction, and Ayt. =0.38, Ayt =65,
Ax*=18.4, and Az*=5. The dimensionless time step Ar*
=0.28,/ U... The numerical mesh was 240 X 90 X 192 correspond-
ing to streamwise, normal, and spanwise directions, respectively.
To check the validity of the numerical simulations, we calculated
cases 3 and 4 by using a finer mesh in which Ay!. =0.28,
Ayl =65, Ax*=12.0, and Az*=3.6. Figures 1 and 2 plot the first-
and second-order statistics of these cases. Results show that the
numerical mesh is fine enough to capture the first- and second-
order statistical results.
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Fig. 1 Comparison of the mean streamwise velocity profiles
3.1 Compressibility and Variable Density Effects. For pur-

poses of comparison, a density-weighted transformation proposed
by Huang et al. [5] was utilized to modify the velocity,

SN Y CE LS DY i
U=\B[sm 1( D > sin l(D)] (6)

where
2C)Tw I
A=l g poA%1B
T, Pr,

The subscript w denotes a wall property, and subscript e denotes
the freestream property. Figure 3 shows the comparison of modi-
fied velocity U¢ and u* to experimental results of an incompress-
ible turbulent boundary layer. Figure 3 indicates that the velocity
profiles are deformed due to the change of the density across the
boundary layer. Such a deformation causes u* to depart from the
law of the wall. However, the modified velocity U¢ conforms to
the law of the wall. These numerical results match the theoretical

3k ——— Case 1
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I S ————— - Case 3
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|
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Fig. 2 Comparison of the velocity rms profiles
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Fig. 3 Comparison of mean streamwise velocity with experi-
mental results reported by [20]

and experimental conclusions proposed by Huang et al. [5]. The
results confirm that the similarity laws can be approximately sat-
isfied if the density-weighted transformation is applied.

Although the wall temperature was the same for both cases,
T WS different. Considering that the maximum value of U* is
u,/ Ur o through Fig. 3, we see that both the heat transfer and
higher Mach number will increase u, . but such a change con-
tributed by heat transfer is larger.

Figure 4 displays the rms profiles of velocities, which were
normalized by the local properties as, Ul =Uns/ U jocq and Y*
=YU  1ocal/ Viocal> Where U o, uses the wall shear stress but local
density. More precisely, U,,l()calz\fp/ PwanUrwan- The magnitude
and location of maximum U}, ; agree with Spalart’s DNS results
[19]. By using the local properties, the Uj, . of the turbulent
boundary layer on a heated wall nearly coincides with the distri-
bution for an isothermal incompressible turbulent boundary layer.

u

— Uy, [{Case )
———= V;p{Case 1)
——— - Wrms(Case 1)
U (Case 2)
———— Vims(Case 2)
———— W, (Case 2)
U <(Spalart 1988)
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Fig. 4 Comparison of rms profiles normalized using local
properties with the DNS results reported by [21]
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Fig. 5 The plots of —\u'v' /U, o, Versus Y*

The DNS and experimental results are both for a Reynolds num-
ber of 2000 based on the inlet displacement thickness. The agree-
ment is generally good.

The law of the wall and the defect law for strongly heated
subsonic turbulent boundary layers were formulated by Meignen
and Berthoud [4] based on the assumption that the u'v’ profile
was not modified by the heating. The theorem was well estab-
lished; however, the assumption seems only valid for certain types
of flows. For examining the assumption, we calculated u’v’ by
using the direct numerical simulations. Figure 5 shows
—u'v" /U, jocq plotted against Y*=Y (U, jocal/ Vioeal)- The distribu-
tions agree well with the corresponding incompressible curve in
the inner part of the boundary layer. The results shows that u'v’
satisfies the Van Driest transformation but is a function of the
temperature because the local quantities U, oy and v}, are the
functions of the local temperature. This feature does not agree
with the assumption made in [4] for the mixing length formula,
which said that u'v’ does not change with the heat transfer.

When the adiabatic turbulent boundary layer is supersonic, the
compressibility effects will have a dramatic influence on the
flows. Similarly, for a heated subsonic turbulent boundary layer,
the variable density effects will have a significant influence on the
flows. Compressibility effects and variable density effects will
deform the first- and second-order statistics of velocities and pres-
sure, change the turbulent kinetic energy budget, adjust the aniso-
tropy tensor b;;, and amend the energy transport between the dif-
ferent turbulent components. The compressibility or variable
density effects on the turbulent flows are represented by the fol-
lowing components: density fluctuations, gradient of the mean
density, pressure dilatation, temperature fluctuations, etc. To
sketch the differences between both effects, the density fluctua-
tions and gradient of the mean density were calculated. Figure 6
shows the mean and rms of density for both cases. The results
show that the wall density is the same for both cases because the
wall temperature is the same. But, over most of the boundary
layer, the subsonic flow with strong heat transfer has a larger
density compared with the supersonic flow. Since the mean pres-
sure gradient is very small for both cases, the larger density im-
plies a lower temperature and internal energy. Although the wall
temperature is the same for both cases, the internal energy is
larger for case 2. For both flows, the maximum value of the rms of
density is approximately equal. In the near wall region, the rms of
density for case 1 is larger than that of case 2, but case 2 has a
larger value of the rms of density compared to case 1 in the outer
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Fig. 6 Plot of the mean density, p/p,, and the rms of density,
\p'?/ p, as functions of Y*

part of boundary layer. For both of the cases, the amplitude of
density fluctuations is over 5% of the freestream density. Morin-
ishi et al. [7] found the density fluctuation of the compressible
turbulent channel flows at Mach number 1.5 is of this level. Wang
and Pletcher [8] reported that the amplitude of the density fluc-
tuation can even be 9% of the freestream density for the very low
Mach number turbulent channel flows if the heat transfer is strong
enough. These results show the influence of variable density ef-
fects on the density fluctuations.

Dilatation effects have been investigated for a number of flows
[1,10,21,22]. However, a comparison of the influence of com-
pressibility and variable density on the dilatation is desired. For
this reason, we calculated the mean and the rms of dilatation 6.

Figure 7 shows the mean of the dilatation, 08,/u,, and the rms of
the dilatation, \6'%8,/u,, where &, is the inlet displacement thick-

03 (072125, /u (Case 1)

[ _ - - (e’2>1’26d/uE(Case2)

T~ < ——— - (6 )d3/u, (CaseT)

025 ~ o ———- (8)8,/u;  (Case2)
:P -
2 L
o 02
e B
EY [
~ 045
= |
= -
“ 01}
@ i
0.05 |-

o .

Fig. 7 The mean arﬁrms of dilatation of velocities versus Y*,

i.e., 064u, and V025, u, where &, is the displacement
thickness
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Fig. 8 Turbulent Mach number Ma; as functions of y*

ness, 6=du;/dx; and W:(&ui’/ dx;)%. The results show that the

value of @ is nontrivial and reaches a peak value in the buffer zone
for both the subsonic and supersonic turbulent boundary layers.
Moreover, the heat transfer will lead to a nontrivial distribution of
6’ even through the Mach number is a factor 16 smaller than the
sound speed.

Again, from Fig. 7, we notice that variable density effects make

a larger contribution to the density changes in terms of 6 com-
pared to compressibility effects even though the flows have the
same wall temperature. However, compressibility effects make a
larger contribution to the turbulent dilatation. For the subsonic
flows, although the heat transfer will cause the variable density
effects, the fluctuations of 6 or density are still very weak. They
achieve the maximum values in the buffer zone. For the super-
sonic flow, much of the kinetic energy is transferred to internal
energy in the near wall region. This feature leads to the strong
density fluctuations. Although case 1 is essentially incompress-
ible, its governing equation should be the compressible Navier-

Stokes equations because @ and 6’2 are all nontrivial.

Morkovin [23] suggested that the turbulence is weakly affected
by compressibility provided the rms fluctuations of the Mach
number Ma’ <0.2. Guarini et al. [6] reported that when the Mach
number is 2.5, the peak values of Ma’ and the turbulent Mach
number Ma, of an adiabatic turbulent boundary layer are ~0.3. To
illustrate the compressibility of cases 1 and 2, Ma, is plotted in
Fig. 8. The results show that the subsonic flow at a Mach number
of 0.06 has a very small Ma,, although its density and temperature
vary as functions of time and space because of the heat transfer.
The supersonic adiabatic turbulent boundary layer at Mach num-
ber 1.8 still exhibits a fairly strong compressibility in the inner
part of the turbulent boundary layer.

The strong Reynolds analogy (SRA) was proposed by Mork-
ovin [23] and suggested that

C,T' +uu; =0
Based on Morkovin’s assumption, Guarini et al. [6] found that

PR
— =1 (7)

(y— D)M*TVu|?
The strong Reynolds analogy implies that total temperature fluc-
tuations are negligible compared to static temperature fluctuations
[6]. However, this assumption has limited applicability and must
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Fig. 9 Turbulent Prandtl number Pr; as functions of Y* and the
test of strong Reynolds analogy as express by Eq. (7)

be reexamined for the different types of turbulent flows. For the
low Mach number turbulent flows with a heated wall, the turbu-
lent heat transfer of the flows relies more on the variable density
rather than the compressibility which associates with the Mach
number. Since the Mach number is close to zero, the denominator
of Eq. (7) approaches zero. The strong Reynolds analogy cannot
be obeyed under this circumstance. Indeed, the strong Reynolds

analogy terms, i, \fﬁ/[(y— l)sz\e”uiz] was over 300 for case 1
in the most of the boundary layer. However, Eq. (7) was satisfied
by case 2, which was a supersonic turbulent boundary layer. Un-
like the strong Reynolds analogy, we found that the turbulent
Prandtl number given by

';172(5?/5'}7)
Pri=——"—.
Tuy(du,/dy)

for both supersonic and subsonic turbulent boundary layers agreed
fairly well in the inner wall region. The behavior of the turbulent
Prandtl number has been described by a number of studies
[24-26]. In this study, we compare the influence of compressibil-
ity and variable density on the turbulent Prandtl number. Figure 9

shows the distribution of u;\T"%/[(y— 1)M>Tu|*] and turbulent
Prandtl number Pr, as functions of Y*. The results indicate that the
strong Reynolds analogy was satisfied for case 2. Nevertheless,
the turbulent Prandtl numbers Pr, for both cases are close to each
other quantitatively in the inner part of the boundary layer, which
ranged from 0.75 to 0.9. As the distance from the wall increases,
the deviation between the turbulent Prandtl numbers increases.

(8)

3.2 Favre Average. As we described above, the compressible
Navier-Stokes equations should be solved if strong heat transfer is
involved in wall shear flows even though the Mach number of the
flows is low. To account for property changes, a mass-weighted
averaging is recommended. Favre average [11] is usually utilized
for this purpose. By using the Favre average, the Navier-Stokes
equations are modified. Several additional terms are produced.
These terms need to be modeled for LES schemes. However, in-
formation about the influence of Mach number and heat transfer
on these additional terms in the Favre-filtered Navier-Stokes equa-
tions is lacking. To provide further information for the LES mod-
eling, we calculate both the compressible and incompressible
flows by using DNS and then evaluate these Favre-filtered terms.

Here, we use DNS to evaluate various subgrid scale quantities
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that appear in the filtered equations used in LES; some of these
terms are usually modeled in LES, but some are often neglected.
The Favre-filtered compressible Navier-Stokes equations are

B, Ap;) _

9
A pit;) . o pi;it;) __ ap + doy; 97 (10)
ot axj (9){1- [?)CJ dxj
ApE) APE+p)i] dws,) a3, 90
(P )+ [(P p) ]] ( O-lj) _ql_—QL_'y—'n'—s
at x; 0x; axj  ox;
(1D

The effects of the small-scale motions are present in Egs. (9)—(11)
through the subgrid-scale (SGS) stress tensor 7;; in the momentum
equation as

7y = puu; — ;i) (12)

and the SGS terms that are the last four terms on the right-hand
side of Eq. (11) as

szﬁcv(Tuj_ Tﬁj)

(13)
aT;; du; ol ; u; o ;
_ =20 _ =0 it S
=u,—", w= and e=0;;— - G;;
Y ox pﬂx - X ](9 T o

J

where Q; is the SGS heat flux vector. The overtllde and overline
stand for the Favre average and Reynolds average, respectively.

J

By definition, ¢=pe/p. A dynamic model proposed by Moin et
al. [27] and recommended by Lilly [28] provides a solution for the
SGS stress tensor 7; and heat flux vector g; in the Favre-filtered
equations. The terms 7y, m, and & can be neglected for the low
Mach number flows [29]. However, for flows with moderate Mach
numbers, the influence of 7y, m, and € on the heat transfer may be
significant. Thus, the changes in 7y, 7, and & due to the Mach
number and heat transfer should be addressed not only for the
modeling of the Favre-filtered equations but also for the under-
standing of turbulent heat and mass transfer. In this section, we
are going to illustrate the effect of Mach number and heat transfer
on the Favre average, 7;, v, and .

To present the difference between the Favre average and Rey-
nolds average

prur

p

we plot the difference normalized by u, in Fig. 10. The maximum
value in Fig. 10 is a factor of 20 smaller than that of Fig. 4 for
both of the cases. This implies that the difference between the
Favre average and Reynolds average exists but is small. And such
a difference can be neglected under the circumstance that 5%
errors are acceptable for turbulence modeling. This feature has
been found in the experimental study of supersonic jets with a
Mach number ranging from 0.8 to 1.8 [30].
The SGS stress tensor can be decomposed as

i-i="—i= (14)

]

+puu —pujpu /p Ty, + Tij ¥ Tij,

(15)

=pu; u is associated with the mean denslty o

and the Reynolds SGS stress tensor u; ”1’ where u; uj =uu— Ui

the second term 7;; =P MI. relates to the compressible part of Tijs
and the last term 7' =p'u’;jp'u’;/p describes the contribution of
the difference between Favre and Reynolds averages. Figure 11
gives a comparison of those components. The results show_that
the major contributions of 7; and 7y, are from puju; and puyus,
respectively. The compressibility and the variable density effects

Tij = ﬁ(“i”j ) P“

The first term T,
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do not have a significant effect on 7;; and 7,.

Figure 12 plots y and 7 for both cases, where y=i;(d7;;/ dx;)
and m=p(du;/ dx;)—p(dit;/ dx;). By Fig. 12, we found that both y
and 7 take on larger values for case 1 compared to case 2. This
implies that heat transfer has a larger influence on y and 7 than
the compressibility effects if both flows have the same wall tem-
perature. Clearly, 7 contains the pressure dilatation p'(du;/dx;),
which is the pressure dilatation relative to the compress1b111ty The
magnitude of y and 7 is of the order 1073, which is much smaller
than the amplitude of the heat flux. Thus, v and 7 can be ne-
glected even though the Mach number of flow is 1.8 and wall
temperature is 7,,=1.587,.
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Fig. 11 The components of 7;. The solid line is 7, the
dashed line is the 7, the dashed-dotted line is 74, , and the
dashed-double-dotted line is i The square samples are ,,,
the triangle samples are Tazp the right triangular samples are
Tazs and the left triangular samples are Taz,e
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4 Conclusions

Two turbulent flows with a Reynolds number 2000 based on the
inflow displacement thickness was calculated by using DNS: Case
1 was an subsonic turbulent boundary layer at Mach number 0.06
over a heated wall and 7,,=1.587, and case 2 was an adiabatic
supersonic turbulent boundary layer at a Mach number of 1.8. The
heat transfer driven by the heated wall will cause the variable
density effects of the turbulent boundary layer even when the
Mach number of flows is as small as 0.06. The results show that
the Van Driest transformation can help to collapse the mean pro-
files of velocity to the corresponding incompressible curves. By
using the local properties, the rms of velocities for both of the
flows can approach the incompressible curves. These facts reveal
that both of the compressibility and variable density effects satisfy
the similarity laws. The compressibility effects have a different
contribution to the fluctuations of the dilatation compared to the
variable density effects. The turbulent dilatation of supersonic
flows is stronger than that of the lower Mach flows if the wall
temperature is the same. The calculation of Ma, indicates that the
Mach number 1.8 is large enough to produce the compressibility
in the inner part of the turbulent boundary layer. The strong Rey-
nolds analogy proposed by Morkovin [23] was tested. The results
indicate that the Morkovin’s hypothesis is obeyed by the adiabatic
supersonic turbulent boundary layer at Mach number 1.8. The
variable density effect has a large influence on the density fluc-
tuations. For both cases 1 and 2, the rms of the density fluctua-
tions were 5% of the freestream density although the distributions
across the boundary layer were different.

In addition, the Favre average was examined by this paper. The
difference between the Favre average and Reynolds average was
measured. The results show that such a difference is small com-
pared to the rms of velocities for both cases. The SGS stress
tensor 7;; was evaluated; we found that 7;; can be approximated by
ﬁui’u;. Furthermore, the calculation shows that vy and 7 are neg-
ligible even when the Mach number is 1.8 as well as for a low-
speed case with a heated wall, T,,=1.58T,. These features help to
simplify the turbulence modeling of compressible flows.
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Nomenclature
Re; = Reynolds number based on inflow displace-

ment thickness

boundary layer displacement thickness

Cartesian coordinates normalized by inflow

displacement thickness

= fluctuations

5&1:

X =

u
U, = boundary layer friction velocity, \J‘JTW/ p
y* = nondimensional normal distance, yU,/v
U* = nondimensional velocity, U/ U,

Subscript
e = freestream property
w = wall property
local = local property
rms = root mean square

References

[1] Lele, S. K., 1994, “Compressible Effects on Turbulence,” Annu. Rev. Fluid
Mech., 26, pp. 211-254.

[2] Bradshaw, P., 1977, “Compressible Turbulent Shear Layers,” Annu. Rev. Fluid
Mech., 9, pp. 33-54.

[3] Nicoud, N., and Bradshaw, P., 2000, “A Velocity Transformation for Heat and
Mass Transfer,” Phys. Fluids, 12(1), pp. 237-238.

[4] Meignen, R., and Berthoud, G., 1998, “A Mixing Length Model for Strongly
Heated Subsonic Turbulent Boundary Layers,” Int. J. Heat Mass Transfer, 41,
pp. 3373-3385.

[5] Huang, P. G., Bradshaw, P., and Coakley, T. J., 1993, “Skin Friction and
Velocity Profile Family for Compressible Turbulent Boundary Layers,” AIAA
J., 31(9), pp. 1600-1604.

[6] Guarini, S. E., Moser, R. D., Shariff, K., and Wray, A., 2000, “Direct Numeri-
cal Simulation of a Supersonic Turbulent Boundary Layer at Mach 2.5, J.
Fluid Mech., 414, pp. 1-33.

[7] Morinishi, Y., Tamano, S., and Nakabayashi, K., 2004, “Direct Numerical
Simulation of Compressible Turbulent Channel Flow Between Adiabatic and
Isothermal Walls,” J. Fluid Mech., 502, pp. 273-308.

[8] Wang, W., and Pletcher, P. H., 1996, “On the Large Eddy Simulation of a
Turbulent Channel Flow With Significant Heat Transfer,” Phys. Fluids, 8, pp.
3354-3366.

[9] Maise, G., and McDonald, H., 1968, “Mixing Length and Kinematic Eddy
Viscosity in a Compressible Boundary Layer,” AIAA J., 6, pp. 73-80.

[10] Bradshaw, P., 1974, “The Effect of Mean Compressible or Dilatation on the
Turbulent Structure of Supersonic Boundary Layers,” J. Fluid Mech., 63, pp.
449-464.

[11] Favre, A., 1983, “Turbulence, Space-Time Statistical Properties and Behavior
in Supersonic Flows,” Phys. Fluids, 26, pp. 2851-2863.

[12] Liu, K., 2006, “Numerical Simulation of Turbulent Boundary Layers and Film
Cooling,” Ph.D. thesis, Iowa State University.

[13] Patankar, S. V., and Spalding, D. B., 1972, “A Calculation Procedure for Heat,
Mass and Momentum Transfer in Three-Dimensional Parabolic Flows,” Int. J.
Heat Mass Transfer, 15, pp. 1787-1806.

[14] Kim, J., and Moin, P., 1985, “Application of a Fractional Step Method to
Incompressible Flows,” J. Comput. Phys., 59, pp. 308-323.

[15] Wall, C., Pierce, C. D., and Moin, P,, 2002, “A Semi-Implicit Method for
Resolution of Acoustic Waves in Low Mach Number Flows,” J. Comput.
Phys., 181, pp. 545-563.

[16] Turkel, E., 1999, “Preconditioning Techniques in Computational Fluid Dynam-
ics,” Annu. Rev. Fluid Mech., 31, pp. 385-416.

[17] Pletcher, R. H., and Chen, K.-H., 1993, “On Solving the Compressible Navier-
Stokes Equations for Unsteady Flows at Very Low Mach Numbers,” AIAA
Paper No. 3368.

[18] Liu, K., and Pletcher, R. H., 2006, “Inflow Conditions for the Large Eddy
Simulation of Turbulent Boundary Layers, A Dynamic Recycling Procedure,”
J. Comput. Phys., 219, pp. 1-6.

[19] Spalart, P. R., 1988, “Direct Simulation of a Turbulent Boundary Layer up to
Re,=1410,” J. Fluid Mech., 187, pp. 61-98.

[20] DeGraaff, D. B., and Eaton, J. K., 2000, “Reynolds-Number Scaling of the
Flat-Plate Turbulent Boundary Layer,” J. Fluid Mech., 422, pp. 319-346.

[21] Zeman, O., 1990, “Dilatation Dissipation, The Concept and Application in

APRIL 2007, Vol. 129 / 447



Modeling Compressible Mixing Layers,” Phys. Fluids A, 2, pp. 178-188.

[22] Sarkar, S., 1992, “The Pressure-Dilatation Correlation in Compressible
Flows,” Phys. Fluids A, 4, pp. 2674-2682.

[23] Morkovin, M. V., 1962, “Effects of Compressibility on Turbulent Flows,”
Mécannique de la Turbulence, A. Favre, ed., Centre National de la Recherche
Scientifique (CNRS), Paris, France, pp. 367-380.

[24] Antonia, R. A., and Kim, J., 1991, “Turbulent Prandtl Number in the Near-
Wall Region of a Turbulent Channel Flow,” Int. J. Heat Mass Transfer, 34, pp.
1905-1908.

[25] Yaglom, A. M., 1979, “Similarity Laws for Constant-Pressure and Pressure-
Gradient Turbulent Wall Flows,” Annu. Rev. Fluid Mech., 11, pp. 505-540.

[26] Reynolds, A. J., 1975, “The Prediction of Turbulent Prandtl and Schmidt

448 / Vol. 129, APRIL 2007

Numbers,” Int. J. Heat Mass Transfer, 18, pp. 1055-1069.

[27] Moin, P., Squires, K., Cabot, W., and Lee, S., 1991, “A Dynamic Subgrid-
Scale Model for Compressible Turbulence and Scalar Transport,” Phys. Fluids
A, 3, pp. 2746-2757.

[28] Lilly, D. K., 1992, “A Proposed Modification of the Germano Subgrid-Scale
Closure Method,” Phys. Fluids A, 4, pp. 633-635.

[29] Vreman, A. W., Geurts, B. J., and Kuerten, H., 1995, “Subgrid-Modeling in
LES of Computational Flow,” Appl. Sci. Res., 54, pp. 191-203.

[30] Panda, J., and Seasholtz, R. J., 1995, “Experimental Investigation of the Dif-
ferences Between Reynolds’ Averaged and Favre Averaged Velocity in Super-
sonic Jets,” AIAA Paper No. 2005-514.

Transactions of the ASME



Arun K. Saha
Sumanta Acharya

e-mail: acharya@me.Isu.edu

Turbine Innovation and Energy Research (TIER)
Center,

Louisiana State University,

Baton Rouge, LA 70803

Turbulent Heat Transfer in Ribbed
Coolant Passages of Different
Aspect Ratios: Parametric Effects

Turbulent flow and heat transfer in rotating ribbed ducts of different aspect ratios (AR)
are studied numerically using an unsteady Reynolds averaged Navier—Stokes procedure.
Results for three ARs (1:1, 1:4, and 4:1) and staggered ribs with constant pitch (Ple
=10) in the periodically developed region are presented and compared. To achieve peri-
odic flow behavior in successive inter-rib modules calculations are performed in a com-
putational domain that extends to two or three inter-rib modules. The computations are
carried out for an extended parameter set with a Reynolds number range of 25,000—
150,000, density ratio range of 0-0.5, and rotation number range of 0-0.50. Under
rotational conditions, the highest heat transfer along the leading and side walls are
obtained with the 4:1 AR, while the 1:4 AR has the highest trailing wall Nu ratio and the
lowest leading wall Nu ratio. The 1:4 AR duct shows flow reversal near the leading wall
(leading to low Nu) at high rotation numbers and density ratios. For certain critical
parameter values (low Re, high Ro, and/or DR), the leading wall flow is expected to
become nearly stagnant, due to the action of centrifugal buoyancy, leading to conduction-
limited heat transfer. The 4:1 AR duct shows evidence of multiple rolls in the secondary
flow that direct the core flow to both the leading and trailing surfaces which reduces the
difference between the leading and trailing wall heat transfer relative to the other two AR

ducts. [DOL: 10.1115/1.2709653]

Introduction

In internal cooling of turbine blades, coolant air is circulated
through serpentine ribbed passages and discharged through bleed
holes along the trailing edge of the blade. A schematic of the
serpentine passages within the blade is illustrated in Fig. 1(a).
With rotation, the flow is subjected to Coriolis forces and
centrifugal-buoyancy effects. Coriolis forces generate secondary
flows in the cross-sectional plane, directed from the leading sur-
face to the trailing surface in the radially outward flow passage. It
is generally believed that these forces produce two symmetric
rolls in the cross-sectional plane, and reduce heat transfer from the
leading surface from where the flow lifts off and enhance heat
transfer on the trailing surface where the flow impinges.
Centrifugal-buoyancy effects also become important at high rota-
tion numbers and density ratios, and for radially outward flow, the
primary centrifugally buoyancy forces are directed radially inward
producing competing effects of enhanced turbulence (as in
counter-shear flows) and reduced inertial forces (as in opposed
mixed convection). Since rotation produces the combined effects
of Coriolis forces and buoyancy forces, the resulting secondary
flows are quite complex, strongly three dimensional, and un-
steady. In order to accurately predict the heat transfer, the predic-
tive procedure should be capable of resolving the large-scale un-
steadiness in the flow.

The cross section of a turbine blade varies considerably over its
axial chord as its thickness changes from the front leading edge to
the trailing edges. Near the midchord regions, the coolant passage
is almost square in cross section aspect ratio ((AR) of 1:1), and
this AR has been extensively studied in the literature. However,
the low AR coolant passages which are encountered in the thickest
portion of the blade and the high AR’s representing passages in
the thinnest portion or the trailing edge regions of the blade have
received considerably less attention in the literature. Since the
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strength and the pattern of the secondary flow are expected to be
influenced by the AR, the investigation of the effect of the AR on
the flow and heat transfer behavior is necessary, particularly for
parameter ranges of relevance to engine conditions.

Experimental investigations of flow and heat transfer in smooth
and rib-roughened channels have been carried out by a number of
different researchers (Han and Park [1], Han et al. [2], Zhou et al.
[3], Wagner et al. [4], and Johnson et al. [5]). More recently, Chen
et al. [6] have reported detailed mass transfer (naphthalene subli-
mation) measurements in a stationary duct having a sharp 180 deg
bend. Azad et al. [7] have studied the effect of the channel orien-
tation in a two-pass rectangular duct for both smooth and 45 deg
ribbed walls. In a recent study, heat transfer in a rib-roughened
rectangular channel with aspect ratio 4:1 has been reported by
Griffith et al. [8].

Most of the earlier computational studies on internal cooling
passage of the blades have been restricted to three-dimensional
steady Reynolds averaged Navier-Stokes (RANS) (SRANS)
simulations [9-12]. The flow and heat transfer through a two-pass
45 deg rib-roughened rectangular duct having aspect ratio of 2.0
has been conducted by Al-Qahtani et al. [13] using a Reynolds
stress turbulence model. They have found reasonable match with
experiments, although in certain regions there are significant dis-
crepancies. In Al-Qahtani et al. [13], it is argued that two equation
models are unsatisfactory for rotating ribbed duct flows, and that a
second moment closure is needed for accurate predictions.

A key deficiency of SRANS is their inability to properly repre-
sent the unsteady dynamics of large-scale structures in the turbu-
lence model. Direct numerical simulation (DNS), large Eddy
simulation (LES), and Unsteady RANS (URANS) provide alter-
native and superior approaches to SRANS simulation procedures.
In DNS, LES, and URANS all or a portion of the unsteady spec-
trum is resolved. In DNS all scales are resolved, and no modeling
is introduced. In LES, all dynamics of turbulent eddies above a
cutoff filter (twice the mesh size) are resolved while only the
small-scale fluctuations are modeled. In URANS, all turbulent
fluctuations are modeled while the unsteadiness in the large-scale
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(a) Schematic of a typical internal cooling strategy [5]; and (b) a three-

dimensional computational model of a periodic inter-rib module showing two ribs

bulk motions is resolved. Thus, URANS aims to capture only the
first few fundamental frequencies and models the remaining spec-
trum of fluctuating motions using a standard turbulence closure.

Unsteady flow simulations in rotating coolant passages are very
limited. Flow through a rotating square smooth duct has been
simulated using LES by Pallares and Davidson [14]. They present
turbulent stress budgets in their study. A rotating duct with rib
roughened walls has been investigated numerically using LES by
Murata and Mochizuki [15]. The effect of centrifugal buoyancy
and different rib orientations was investigated in their study. Saha
and Acharya [16] reported a comparison of URANS and LES for
a rotating 1:1 AR ribbed duct, and concluded that the time-
averaged URANS and LES predictions agree well with measure-
ments, and with each other. Murata and Mochizuki [17] carried
out an LES study of flow and heat transfer in an orthogonally
rotating rectangular duct having AR of 1:1, 1:2, and 1:4 with
inline transverse ribs. It was observed that the smaller aspect ratio
cases are most affected by the rotation and this effect increases
with rotation number. The effect of 60 deg angled ribs in different
aspect ratio (4:1, 2:1, 1:1, 1:2, and 1:4) ducts was investigated in
a recent study by Murata and Mochizuki [18].

Since there are limited number of studies that explore the role
of aspect ratio on the fluid flow and heat transfer in a rotating
ribbed duct, the goal of the present paper is to use URANS to
study the effect of aspect ratio for a range of Reynolds number,
rotation number and density ratio of relevance to gas turbine in-
dustry. In the present study, three ARs of 1:1, 4:1, and 1:4 are
studied for a Reynolds number (Re) range of 25,000-150,000,
density ratio (DR) range of 0-0.5, and for rotation numbers (Ro)
in the range of 0-0.50. None of the available studies in the litera-

450 / Vol. 129, APRIL 2007

ture provide information over the extended parametric range re-
ported here, and as noted earlier, the majority of the detailed ex-
perimental and computational parametric studies are limited to the
1:1 AR case. Furthermore, the present study utilizes an unsteady
RANS (URANS) calculation procedure in order to provide a more
accurate estimate of the duct heat transfer and fluid flow. In an
earlier study, Saha and Acharya [16] demonstrated that for a ro-
tating ribbed duct flow, URANS calculations of the averaged Nus-
selt number were in close agreement with LES and experimental
data [5].

Governing Equations and Boundary Conditions

The geometrical model of the problem to be studied is pre-
sented in Fig. 1(b). The ribs of dimensions, e X e, form a periodic
pattern with streamwise pitch of L,. For the majority of the cal-
culations, the periodic module in the streamwise direction consists
of two ribs. Preliminary studies have shown that a periodic mod-
ule consisting of one rib suppressed unsteadiness at low Reynolds
number and rotation number, while periodic modules containing
two or more ribs were able to sustain large-scale unsteadiness.
The working fluid chosen in the present study is air whose Prandtl
number is 0.7.

The unsteady Navier—Stokes equations along with the incom-
pressibility constraint have been numerically solved in the present
study. The equations for continuity, momentum, and energy equa-
tions in dimensionless form are expressed as

Hu):
i
0x;

1

(1)
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where () is the linear component of the nondimensional pres-
sure that has to be adjusted in each time step to get the the desired
mass flow rate, (6)=((T)~(T),)/ (1)1 ~(D),): 7y=ulus and g
=—u}'0”. The terms (7);; and (g); in Eqs. (2) and (3) are the tur-
bulent stress contributions that have to be modeled. Here, (T),, is
the wall temperature and (7),,; is the bulk temperature of the fluid
evaluated at the inlet section of the computational domain. The
unknown function A in the energy equation is given by

A=; (T -

The coupling between (6) and A can be solved iteratively as de-
scribed by Wang and Vanka [19]. In the above equations the ve-
locities are nondimensionalized with the average velocity (u,,),
all lengths are scaled with the dimensions of the square cylinder,
B, pressure is scaled with p(u,,)?, and time is scaled by B/(u,,).

(M)

Unsteady RANS Turbulence Model. The URANS calcula-
tions have been carried out using a two-equation ((k) and (e))
model. The turbulence closure is based on the gradient transport
hypothesis, which correlates (7);; to the phase averaged stain-rate
tensor

<T>1j == M”l/l” = 2V7<S>lj + _l<7->kk (4)

where §;; is the Kronecker delta, (7)= ukuk, and (S);; is given by

_ L[y Huy;
<S>"f_2< ox +7>

J
The turbulent eddy viscosity and turbulent thermal diffusivity are
given in nondimensional forms as follows

(ky?
=C,Re—
Vr w e<8>
and
(ky?
=C,ReP
I e

where o is the turbulent Prandtl or Schmidt number. For k and &
equations, the Kato-Launder model [20] is found to be suitable for
bluff body flows since it can handle the stagnation zone properly
by reducing the turbulent production in this region. In this model
[20], the production of turbulent kinetic energy is written in terms
of rotation and shear of fluid elements instead of only shear. The
nondimensional transport equations for k and & are as follows

Hky a9

v, k)
) = o {

oy, 0X;

Ne) o v, ¥e) (e) (e)®
=t —{<8><u>} Re E{Zﬁ_x,} + CslPk@ - CSZW

(6)

> }+Pk © )

where
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Table 1 Model parameters

Cp. CS 1 C£2 Ok [

0.09 1.44 1.92 1.0 1.3

& [ L] owy ), |2
() 2 dx; ax;
The parameters for the above equations are given in Table 1.

The periodic boundary conditions for velocities, pressure, and
the turbulent kinetic energy and dissipation rate are expressed as

(D) x+nLy.y.z.1) =()(x.y.2.1) ™)

where ¢=(u;,p,k,¢); L, is the distance between two ribs; and n
represents the number of inter-rib module needed for periodicity.
The corresponding periodic boundary conditions for the energy
equations are

Pp=C(e)SKQ), ()=

O(x+nL,,y,z,1)  6(x,y,2,1) ®)
émZ Eml

where 6,,; and 6,,, are the nondimensional bulk temperatures at
the inlet and outlet of the computational domain.

The channel and obstacle surfaces are treated as no-slip bound-
aries. All the walls are heated ({6),,=0). The normalized kinetic
energy is set to zero at all solid surfaces while zero Neumann
boundary conditions are used for the nondimensional dissipation.
For near wall modeling, standard wall functions are used and
grids are generated such that the Y* values of the near-wall grid
point lie between 15 and 40.

Solution Method

The differential Eqs. (1)—(3) are solved on a staggered grid by
using a modified version of the MAC algorithm of Harlow and
Welch [21]. In the present study, convective and diffusion terms
are approximated by a third-order upwinding scheme and a
second-order central differencing scheme, respectively. An ex-
plicit, second-order, Adams—Bashforth differencing scheme is
used for the time advancement of the convection and diffusion
terms. Once the corrected velocities are obtained using continuity
and momentum equations, the energy equation is solved using a
second-order temporal (Adams-Bashforth) differencing scheme.
The convective and diffusive terms of the energy equation are
discretized using the third-order upwinding scheme of Kawamura
et al. [22] and a second-order central differencing scheme, respec-
tively. The details of the numerical method are described else-
where [23].

The present simulations of the square duct are carried out using
a grid size of 122 X 48 X 50 for the two inter-rib periodic modules.
A nonuniform mesh with cells packed toward all the solid bound-
aries has been used to resolve the near-wall viscous effects. The
results were tested for grid independence by comparing the results
obtained for a single periodic module square duct with 50X 32
X 42 and 62X48X50 grid cells. The finer grid contains over
twice the number of total grid cells as the coarser grid, but the
surface-averaged Nusselt number along the side walls show a dif-
ference of 2.7% while the leading and trailing walls reveal a dis-
crepancy of 1.6% and 1.7%, respectively. The grid sizes for both
one-rib and two-rib periodic module(s) are the same in the vertical
and transverse directions, while in the streamwise direction the
number of cells is doubled for the two-rib periodic module. There-
fore, all the computations for two-rib periodic modules are carried
out using a grid size of 122X 48 X 50, and are expected to be grid
independent. For a 1:4 AR duct, the grid points in the vertical—
height direction are increased and a mesh size of 122X 48 X 78 is
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Fig.2 Comparison of streamwise velocity and cross-stream velocity at (a) and (c) a streamwise location passing through the
rib on the leading wall and (b) and (d) at a location in between the two consecutive ribs on leading and trailing wall

used, while for the 4:1 AR duct the grid points in the transverse-
width directions are increased and computations are carried out
using a mesh size of 122X 72X 58.

Since the present method uses an explicit scheme, the time step
is selected using a CFL (Courant-Frederich-Levy) criterion.
Therefore, the time step used in the present study is in the range
0.0003-0.0005 depending on the Reynolds number, rotation num-
ber, and density ratio. For time-averaged statistics presented here,
the averaging is done for at least 15 flow-through time periods
which results in a total number of time steps in the range of
6 X 10*-10°.

Validation

The present code has been validated thoroughly for both the
laminar and turbulent flow in a channel with periodic array of
cylinders [23,24]. The code has also been validated against pub-
lished results for the flow past a square cylinder placed in an
infinite medium. The computed drag coefficient and the Strouhal
number match the experimental results [25].

For the purposes of the present paper, the present code has been
validated by comparing the present URANS predictions with pub-
lished measurements and SRANS computations for rotating
ribbed duct [12]. Figure 2 shows the comparison of the stream-
wise (Figs. 2(a) and 2(b)) and cross-stream velocities (Figs. 2(c)
and 2(d)) at two different locations. It is to be noted that in Fig. 2,
the origin of the z axis has been shifted to the trailing wall. The
streamwise velocity of the present study matches better with ex-
periments than the computations of Iacovides [12] at both loca-
tions. The cross-stream velocities are slightly underpredicted rela-
tive to the experimental values. However, the cross-stream
velocities are relatively low in magnitude, and given the measure-
ment and numerical uncertainties, this level of underprediction in
the small v-velocity magnitude is acceptable.

452 / Vol. 129, APRIL 2007

Computations have also been carried out in a square ribbed duct
for flow parameters that correspond to the experimental configu-
ration of Johnson et al. [5]. The validation is carried out for 1:1
AR duct at various rotation numbers by comparing the results
with experiments. Table 2 lists the Nusselt number ratio on both
leading and trailing walls at various rotation numbers for both
experiments and computations. At a Ro=0.12, the differences be-
tween the predictions and measurements are about 10% on the
leading wall and 1.25% on the trailing wall. At Ro=0.25, the
agreement with the measurements at Ro=0.22 exhibit a maximum
difference of 12%. For stationary conditions, the agreement shows
an average (for both ribbed surfaces) deviation of around 10%.
This level of match in the measured and predicted Nusselt number
is quite satisfactory and provides additional validation and confir-
mation of the numerical techniques and models utilized. The
agreement of the predictions with respect to the measurements to
within 12% should be viewed in the context of the experimental
uncertainty which is itself on the order of 15% as reported in Ref.

Table 2 Comparison of measured® and predicted (present) Nu
ratio at various rotation numbers

Nusselt number, Nu/Nu,

Leading wall Trailing wall

Aspect  Rotation
ratio number Present Johnson et al." Present Johnson et al.*
1:1 0.00 2.37 2.50 2.37 2.80
0.12 1.71 1.91 3.17 3.21
0.22 1.63 3.51
0.25 1.84 3.54
0.32 1.65 3.94
0.50 2.05 4.27
See Ref. [5].
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Fig. 3 Effect of Reynolds number on (a) leading wall; (b) trail-
ing wall; and (c) side wall at various AR ducts for Ro=0.12 and
DR=0.13

[5]. Therefore this level of agreement should be considered to be
adequate justification for the use of the k-¢ turbulence model used
in this paper.

Results and Discussion

The time-averaged flow and heat transfer characteristics for the
various aspect ratio rotating ribbed ducts is presented in this pa-
per. For every aspect ratio, the effects of Reynolds number, rota-
tion numbers, and density ratio are studied. The Reynolds number,
rotation number, and density ratio considered for the present study
are in the range of 25,000-100,000, 0-0.5, and 0-0.5, respec-
tively. For comparison at various Reynolds numbers, the rotation
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Fig. 4 Streamtraces and temperature contours at midtrans-
verse plane for Re=25,000, Ro=0.12, and DR=0.13: (a) AR
=1:1; (b) AR=1:4; and (¢) AR=4:1

number and the density ratio are fixed at 0.12 and 0.13, respec-
tively. Similarly, a Reynolds number of 25,000 and a density ratio
of 0.13 are chosen for studying the rotation number effect, while a
Reynolds number and a rotation number of 25,000 and 0.12, re-
spectively, are used to compare the flow and heat transfer charac-
teristics at different density ratios.

Effect of Re. The Nusselt number normalized with respect to
the smooth duct value, Nu/Nuy, (Nuy=0.0176 Re®®) on the lead-
ing wall is presented in Fig. 3(a) for the three AR ducts. The
Nusselt number ratio decreases with increasing Reynolds number
for both the 1:1 and 4:1 AR duct while it increases for the 1:4 AR
duct. For 1:4 AR, the heat transfer ratio is very low at the lower
Reynolds numbers (about 0.3 at Re=25,000), due to near-stagnant
flow or weak flow reversal near the leading wall. An increase in
Re increases the flow velocities near the leading wall from the
near-stagnant conditions at the lower Reynolds numbers, and
therefore leads to substantial increases in the heat transfer. This
leads to the observed increase in Nu/Nu, ratio with Re at this AR.
At other ARs, the near-stagnant flow conditions and complete
flow reversal near the leading wall is not obtained, and therefore
increases in Nu with Re are more moderate, and offset by higher
increases in Nu, with Re, leading to a decrease in Nu/Nu, with
Re. The maximum heat transfer ratio for 1:4 AR is about 1.0 (at
Re=150,000) while it is the highest for 4:1 (about 3.0 at Re
=25,000). The dependence on Reynolds number is the largest for
the 1:4 AR (with nearly a fourfold increase in Nu/Nu, over the Re
range considered), intermediate for the 4:1 AR duct (with nearly a
50% corresponding decrease in Nu/Nuy), and it is the lowest for
1:1 AR duct (with less than a 30% decrease in Nu/Nu, with Re).

The variation of Nusselt number ratio on the trailing wall with
Reynolds number is shown in Fig. 3(b). For all AR, the Nusselt

APRIL 2007, Vol. 129 / 453



Fig. 5 Streamtraces and temperature contours at mid transverse plane for Ro=0.12 and
DR=0.13 and (a) Re=50,000 and (b) Re=100,000; AR=1:4

number ratio decreases with increasing Reynolds number. Unlike
the other two walls (leading and side walls) where the 4:1 AR duct
shows the highest heat transfer, the trailing wall reveals the high-
est heat transfer for the 1:4 AR duct. Thus, the 1:4 AR duct shows
the lowest heat transfer on the leading wall, but gives the highest
heat transfer on the trailing wall. This observation is related to the
magnitude of the velocity, since for the 1:4 AR duct the flow near
the leading wall is the lowest and that near the trailing wall is the
highest (about 1.8 in nondimensional units compared to the value

1 |

5DI][IIZI 014 02208305 071025 100 — 0.2

of 1.3 for 1:1 AR duct). This higher momentum fluid near the
trailing wall for 1:4 AR causes the higher heat transfer. The Nus-
selt number dependence on Re is also the highest for the 1:4 AR
duct, but the Nu ratio asymptotes after a Re=100,000 for 1:1 and
4:1, while for 1:4 AR the Nusselt number ratio reveals a strong
dependence on the Re for the whole Re regime studied in the
present work. At the lowest Reynolds number (Re=25,000), the
1:4 AR duct shows the highest trailing-wall heat transfer, a ratio of
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Fig. 6 Secondary flow structures superimposed on temperature contours at x=0.5 for Ro=0.12, DR=0.13,
Re=25,000 for various aspect ratios: (a) AR=1:1; (b) AR=1:4; and (c) AR=4:1. Bottom surface is the leading

wall.
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6.05, while the 1:1 AR duct gives the minimum heat transfer ratio
of 3.16. However, with increasing Reynolds number the differ-
ence in heat transfer on the trailing wall between the different AR
ducts decreases and becomes nearly the same (=1.2—1.6), imply-
ing a decrease in the rotational effects.

Figure 3(c) presents the Nusselt number ratio as a function of
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1:4 AR duct (Nu ratio: 1.91 to 2.61) while the 1:1 AR duct reveals
the lowest heat transfer ratio in the range of 0.50 to 1.46. At the
highest Re, the side wall Nu/Nu, becomes comparable in value to
the ribbed trailing wall for the 4:1 and 1:4 ARs, while for the 1:1
AR the sidewall exhibits lower Nu/Nu, values relative to the
trailing and leading surfaces.

Figure 4 presents the streamtraces superimposed on the tem-
perature contours at the midtransverse plane at Re=25,000, DR
=0.13, and Ro=0.12 for various AR ducts. The 1:1 AR (Fig. 4(a))
and 4:1 AR (Fig. 4(c)) ducts show a similar flow pattern, that of
flow separation at the front edges of the ribs and subsequent reat-
tachment on the leading/trailing walls. No significant differences
in this flow pattern are seen at higher Re, and therefore are not
presented here. However, the 1:4 AR duct does not show reattach-
ment at the leading wall (Fig. 4(b)). In the inter-rib region along
the leading wall, the flow exhibits a three-dimensional (3D) sepa-
ration, as evidenced by the saddle point in Fig. 4(b), due to the
effect of the opposing centrifugal buoyancy and Coriolis forces.
The 1:4 AR duct shows the most significant effect of rotation (in
terms of the differences along the leading and trailing surfaces)
due to its longer transverse length in the direction of rotation.
Further, the streamlines near the leading wall show structural
changes with increasing Re (due to competition between inertial
and buoyancy forces) as opposed to the other two ARs where no
structural changes in the flow pattern are observed with increasing
Re. This is illustrated in Fig. 5 which shows the streamtraces
superimposed on the temperature contours at the midtransverse
plane for the 1:4 AR at Re=50,000 and 100,000 (DR=0.13, Ro
=0.12). With increasing Reynolds number (Re=100,000), the
separated flow bends further toward the leading wall, thus giving
a smaller transverse recirculation region between the two ribs.
However, the flow is fully separated between the ribs, exhibits
characteristics of a cavity flow, and appears more 2D in nature (no
saddle points in the mid transverse plane as seen in Fig. 4(b)). The
comparison of Figs. 4(h) and 5 at the three different Reynolds
number suggests that the flow near the wall largely depends on the
ratio of the inertia and the buoyancy force. If buoyancy force
dominates over the inertial force the flow has a tendency to sepa-
rate within the bulk flow (shown later in Fig. 16 while discussing
the effect of density ratio). At low Re, the buoyancy force at high
Ro and DR dominates near the leading wall and leads to a situa-
tion of near-stagnant flow or flow reversal in the bulk flow. As
Reynolds number increases, the increasing inertia force counter-
acts the buoyancy force and flow reversal is restricted to the inter-
rib region. However, even at Re=100,000, the flow near the lead-
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ing wall of the 1:4 AR does not show any sign of reattachment
(unlike the other two AR cases). Instead of reattachment, as in a
backstep flow, the flow near the leading wall exhibits characteris-
tics of an open-cavity flow, and Fig. 5 indicates that there is com-
munication in the flow between adjacent cavities.

The secondary flow structures and the temperature contours at
x=0.5 have been shown in Fig. 6 for the three AR ducts and Re
=25,000 (DR=0.13, Ro=0.12). For both 4:1 and 1:1 ARs, at this
x location, the flow near the leading wall is separated while that
near the trailing wall is attached. For all ARs, the Coriolis force
results in the generation of secondary flows directed upward to-
ward the trailing wall and descending along the sidewalls. This
causes the migration of the colder core flow toward the trailing
surface, leading to higher heat transfer coefficients at this surface.
Where the flow is separated near the leading wall, a Coriolis com-
ponent toward the leading wall is also generated leading to
counter-rotating eddies near the leading wall as seen in Fig. 6(a).
Unlike the 1:1 and 1:4 AR ducts, the 4:1 AR duct shows multiple
vortices along its span, which results in the better mixing of fluid
between the leading and trailing walls, and causes a smaller varia-
tion of heat transfer between the two walls. For the 4:1 AR, the
strong secondary vortices seen just adjacent to the two sidewalls
cause the sidewall heat transfer to become the highest for this AR
as observed earlier in Fig. 3(c).

The variation of Nusselt number along the leading walls for the
three AR ducts is presented in Fig. 7 for Re=100,000, DR=0.13,
and Ro=0.12. The heat transfer is highest in the region where the
flow reattaches and is low in the recirculation region behind each
rib. The 1:1 AR duct shows two lateral patches of high heat trans-
fer between two consecutive ribs where the flow reattaches (due to
the counter-rotating secondary eddy structure near the leading
wall in Fig. 6(a)) but the 1:4 AR duct shows one single zone of
high heat transfer between the ribs. However, the 4:1 AR duct
characterized by a multiple-roll secondary flow pattern, shows
three lateral zones of high heat transfer with the highest heat
transfer zones closer to the sidewalls. The overall leading wall
heat transfer (Nu) for 1:1, 1:4, and 4:1 AR ducts are calculated be
70.25, 34.26, and 96.38, respectively. The 1:4 AR duct shows the
lowest heat transfer because of the large separation region span-
ning the entire inter-rib cavity near the leading wall as shown in
Fig. 6.

The axial variation of the spanwise-averaged Nusselt number
ratio on both leading and trailing walls is shown in Fig. 8 for the
different AR ducts and two Reynolds numbers of 25,000 and
100,000 (Ro=0.12 and DR=0.13). The Nu/Nu, on the rib surface
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is not shown for clarity. The heat transfer on both walls shows
similar qualitative distributions. The heat transfer peaks in-
between the ribs where the flow reattaches and is low in the sepa-
ration zones immediately ahead and behind each rib. In general,
the Nusselt number decreases with Reynolds number on both the
leading and trailing walls. The exception to this observation is the
leading wall distribution for the 1:4 AR duct, which shows a lower
heat transfer ratio at the lower Reynolds number. For this 1:4 AR
case, as noted earlier, due to buoyancy-induced flow separation,
the leading wall heat transfer is very low. On the other hand, the
4:1 AR duct gives the highest heat transfer with a significant dif-
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ference between the two Reynolds number values. The heat trans-
fer on the trailing wall for 1:4 AR duct is less than the 4:1 AR duct
but comparable to the 1:1 AR duct.

Figure 9 shows the transverse local Nusselt number ratio distri-
bution on both leading and trailing walls for various AR ducts and
two Reynolds numbers. Except at the corners, the distribution
does not show significant variation along its span for 1:1 and 1:4
AR ducts. However, moderate variation (20-40%) in the heat
transfer along the transverse direction is observed for the 4:1 AR
duct. The reason is due to the longer span that accommodates
multiple secondary rolls.

Effect of Ro. The effect of rotation number on the leading wall
for the three AR ducts is illustrated in Fig. 10(a). At no rotation,
the leading wall heat transfer ratios for the 1:4, 1:1, and 4:1 AR
ducts are 1.10, 2.37, and 3.34 respectively. This trend with the
leading wall heat transfer being the highest for the 4:1 AR duct
and being the least for the 1:4 AR duct is related, in part, to the
blockage ratios (highest for 4:1 and lowest for 1:4) and the
secondary-flow structure, and holds at all rotation numbers. For
all ARs, the Nusselt number ratio drops initially from the station-
ary value to a minimum at a Ro near 0.12 due to the Coriolis-
generated secondary flows that reduce the flow velocity near the
leading wall (Fig. 10(a)). For the 1:4 AR duct, with the lowest
leading wall heat transfer at no rotation, a further reduction in the
flow velocity near the leading wall with rotation leads to very low
velocities, and the Nu ratio at Ro=0.12 is as low as 0.18 (below
smooth duct value). For this AR, with increasing rotation number,
the flow near the leading wall reverts to a radially inward flow
(see Fig. 4(b) very close to the leading surface and Fig. 16 where
bulk-flow separation extends above the ribs) due to the action of
the centrifugal buoyancy. Therefore, at some critical Ro (for a
given Re and DR), portions of the leading wall can potentially
experience stagnant flow and conduction-limited heat transfer. For
all ARs, an increase in rotation number to 0.25 and beyond brings
about an increase in the leading wall heat transfer. A similar be-
havior of an initial drop in the leading wall heat transfer with
increasing rotation number up to certain rotation number (Ro
<(.2) was reported by Johnson et al. [5] for 1:1 AR smooth and
ribbed ducts. Our present computations with the ribbed ducts of
different ARs show the decrease in Nu occurs up to a Ro near 0.12
(in the range of 0.12-0.25). At high rotation numbers (>0.25), the
combined effects of Coriolis and buoyancy cumulatively produce
marginal changes in the Nu value (AR of 1:1 and 4:1) or produce
enhancement in the leading wall Nu (AR of 1:4) with increasing
Ro. The enhancement in the Nu value for rotation number beyond
0.12 is quite significant for the 1:4 AR duct, and is due to the
increased strength of the backflow along the leading wall with the
increase in rotation number (or buoyancy parameter). Further, due
to the reverse flow along the leading wall for the 1:4 AR duct, the
direction of Coriolis force reverses in the region where the axial
velocity is negative and is directed toward the leading surface
which generates multiple vortices near the leading wall as is seen
in Fig. 12. These leading wall secondary vortices intensify with
Ro (since Coriolis forces are proportional to both the backflow
velocity and the rotational speed), contributing, in part, to the
increased heat transfer rates along the leading wall beyond a ro-
tation number of 0.12.

Figure 10(b) presents the variation of Nusselt number ratio on
the trailing wall for various AR ducts as a function of the rotation
number. At no rotation the 1:4 and 4:1 AR ducts show the lowest
and the highest heat transfer, respectively, but with rotation the
heat transfer for 1:4 AR shoots up significantly and becomes the
highest among the three AR ducts. For the 1:1 and 4:1 AR ducts,
the trailing surface shows a continuous increase in Nusselt num-
ber ratio as the rotation number is increased. This is expected
since the rotation-induced secondary flows push the cold core
fluid toward the trailing wall and increases the velocities and tur-
bulent fluctuations near the trailing wall. Surprisingly, the Nu ratio
for the 1:4 AR duct drops and becomes nearly asymptotic beyond
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a rotation number of 0.25. Reasons for this are provided later.
The effect of rotation number on the heat transfer along the two
sidewalls is shown in Fig. 10(c). At no rotation, both the 1:4 and
4:1 AR show almost equal heat transfer ratio (=1.9) while the 1:1
AR duct shows a lower value of 1.1. At a Ro=0.12, the heat
transfer shoots up the most for 4:1 AR duct which shows a relative
increase in heat transfer of about 62% relative to no rotation. The
corresponding relative increase for the 1:1 AR is 28% while it is
42% for the 1:4 AR duct. Beyond Ro=0.12, the Nusselt number
ratio is seen to increase with rotation number for all ARs except
for the 1:4 AR duct where, at Ro=0.25, a slight decrease is ob-
served. This decrease in Ro=0.25 is because of the weak (near-
stagnant conditions) reversed flow near the leading wall, as a re-
sult of which, the regions on sidewalls near the leading wall
shows low heat transfer. This observation is supported by the Nus-
selt number distribution on the sidewalls for the various AR ducts
shown in Fig. 11 where, for the 1:4 AR duct (Fig. 11(b)), ex-
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(c)

Distribution of Nusselt number on sidewall at Re=25,000, Ro=0.25, and DR=0.13 at various aspect ratios: (a) AR

tremely low values of the Nusselt number are observed in the
entire lower half region of the duct. In Fig. 11 (Ro=0.25), it can
be seen that the shear layers that separate at the front edges of the
trailing surface ribs result in high heat transfer rates on the side-
walls. The heat transfer distribution near the leading wall for the
1:1 and 4:1 AR ducts also reveals low values and recirculation
zones in the vicinity of the ribs. The 4:1 AR duct gives high heat
transfer on the sidewalls (average Nu=206.8) because of the
strong secondary flow vortices adjacent to the sidewalls (see Figs.
6 and 12(c)). The fact that the 1:4 AR heat transfer ratios along the
sidewall are higher (average Nu=142.9) than the corresponding
I:1 AR (average Nu=89.3) values is a consequence of much
higher heat transfer ratios for the 1:4 in the upper half of the
sidewall (compare peak values in Figs. 11(a) and 11(b)) resulting
partly from the stronger primary flow near the trailing surface
which, in turn, is due to the reversed flow near the leading surface
(mass flow rate being held constant).
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Figure 12 presents the cross-stream secondary flow structures
along with the temperature contours superimposed for all three
ARs. Comparison of secondary flow at two rotation numbers (Fig.
6 for Ro=0.12 and Fig. 12 for Ro=0.25) reveals the significant
differences in the flow structures near the leading surface of the
1:4 AR duct. Due to the backflow at high rotation number, the
flow near the leading wall sees Coriolis forces directed toward the
leading wall. Therefore, the secondary flow near the leading wall
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shows a strong downwash with the formation of multiple vortices
(Fig. 12(b)) that increase the heat transfer near the leading wall
(Fig. 10(a)). For the 1:1 AR duct, the flow structures at the higher
rotation number indicates that the center of the counter-rotating
vortices moves slightly nearer to the trailing wall and toward the
sidewalls leading to the formation of an additional pair of vortices
near the midregion of the trailing wall (compare Figs. 12(a) and
6(a)). Comparison of the secondary structures for the 4:1 AR duct

oo S0

Fig. 13 Contours of time-averaged Nusselt number for 1:4 AR duct on trailing wall at Re=25,000 and DR=0.13 for: (a) Ro

=0.25; and (b) Ro=0.50
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Fig. 14 Axial variation of spanwise averaged Nusselt number on: (a) leading wall; and (b) trailing wall at various aspect ratios

(AR) and Ro=0 and 0.25 (Re=25,000 and DR=0.13)

at the two rotation numbers do not reveal any noticeable topologi-
cal variation, although the positions and orientation of the rolls are
different at the two rotation numbers. The lack of symmetry
around the y=0 plane is caused due to low-frequency (long time
period) unsteadiness associated with the flow, and the inadequate
averaging time (the same averaging time as for the AR 1:1 and 1:4
was used).

In Fig. 10(b) it was shown that the trailing wall heat transfer
rate for the 1:4 AR rapidly asymptotes beyond Ro=0.12, and fur-
ther increases in Ro do not appear to produce a considerable
change in the trailing wall heat transfer. This is further illustrated
in Fig. 13 which shows the Nusselt number distribution on the
trailing wall at Ro=0.25 and 0.5 for the 1:4 AR duct. The Nusselt
number values and distributions appear to be quite similar to each
other. With increasing Ro, the backflow (radially inward) flow
near the leading wall becomes stronger, and correspondingly, the
radially outward flow near the trailing wall has higher velocity
magnitude. However, the secondary flow pattern is also influenced
by rotation and a slightly larger separated flow region (where Nu
values are low) is observed behind the rib as evident in the Nu
contours in Fig. 13. The above factors counter each other, and
contribute to the observed insensitivity to Ro.

The axial variation of spanwise averaged Nu ratio on both lead-
ing and trailing walls for the three AR ducts at two different
rotation numbers, namely 0 and 0.25 (Re=25000 and DR=0.13),
is shown in Fig. 14. As observed earlier in the surface-averaged
Nu ratio, there is a decrease in the Nu ratio along the leading wall
with increasing rotation number for all AR ducts. On the other
hand, the increase in rotation results in an increase in the trailing
wall Nu ratio for all AR ducts, with the percentage increase largest
for the 1:4 AR duct and the least for the 4:1 AR duct.

Effect of DR. The effect of buoyancy is presented here by
varying the DR at a constant rotation number. Centrifugal-
buoyancy effects are often represented by a buoyancy parameter
which varies linearly with the density ratio and as the square of
the rotation number. However, since in the comparisons shown
below, the rotation number is held fixed (Ro=0.12), the variation
of density ratio is directly proportional to the variation of the
buoyancy parameter.

The effect of density ratio on the heat transfer along the leading
wall is depicted in Fig. 15(a). The DR effect (at Ro=0.12) does
not appear to be significant on the average Nu for the 1:1 and 4:1
ARs. The most noticeable effect appears to be for the 1:4 AR duct
which shows a slight decrease in heat transfer up to an interme-
diate DR (=<0.25) and then increases with further increase in DR.
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Along the trailing wall (Fig. 15(b)), the relative increase in the
Nusselt number ratio is quite significant for the 1:4 AR duct up to
a DR range of 0.13, while for the other two AR ducts the Nu ratio
is fairly constant with respect to DR. Figure 15(c) shows the
variation of Nusselt number ratio on the sidewall with density
ratio. The 1:1 AR does not show any observable effect of the
density ratio, while the 1:4 and 4:1 AR ducts show a small de-
crease in the Nusselt number with Ro.

From Fig. 15, it is quite obvious that the 4:1 AR duct has the
weakest dependence on density ratio and the DR effect increases
with decreasing AR. Since the 1:4 AR shows the greatest depen-
dence on DR, only the 1:4 AR case is discussed in detail here.
Figure 16 illustrates the effect of density ratio on the flow struc-
tures and heat transfer for the 1:4 AR. Comparison of Figs. 4(b)
and 16 clearly reveals the significance of the density ratio at this
AR. With no density ratio (Fig. 16(«a)), both the leading and trail-
ing wall regions show radially outward flow (positive axial veloc-
ity) without any sign of bulk-flow reversal. As discussed earlier,
buoyancy causes the flow near the leading wall for the 1:4 AR
duct to separate in the inter-rib region, and at certain values of
rotation numbers (in the range of 0.12-0.25 at Re=25,000, DR
=0.13), this leads to low heat transfer rates (Fig. 3(a), 10(a), and
15(a)). However, as the rotation number or DR is increased, the
heat transfer increases along the leading wall since the reversed
bulk flow near the leading wall becomes stronger (compare Fig.
4(b) at DR=0.13 with Fig. 16(b) at DR=0.25). This is why the
heat transfer on the leading wall decreases up to a certain density
ratio (DR=<0.12-0.25) and increases with further increase in the
density ratio. Comparing the secondary flow structures in Figs.
16(a) and 16(b) reveals the weaker secondary vortices (compare
the size of the arrow vectors) and streamwise velocities near the
leading wall at the higher DR. Due to the reversed flow along the
leading wall at the higher DR, the secondary flow near the leading
wall exhibits a downwash toward the wall with small corner vor-
tices. With increasing buoyancy parameter, these corner vortices
amplify and become stronger, leading to a complex secondary
flow pattern near the leading surface with multiple pairs of vorti-
ces (see Fig. 12).

The axial distribution of spanwise-averaged Nusselt number on
both leading and trailing walls at four DRs, namely 0, 0.13, 0.25,
and 0.50 (Re=25000 and Ro=0.12) has been shown only for 1:4
AR ducts in Fig. 17. Since the other AR ducts do not show as
significant a variation with density ratio, they are not included in
the discussion. At the leading wall (Fig. 17(a)), there is an initial
drop in the Nu ratio as the DR is increased from 0 to 0.13. This

Transactions of the ASME



Re==f000 — = Leading Wall [1:1]
Ro=0.12 — —{% — Le=ading Wwall [1:4]
— —i%-— Leading Wall (4:1]
Hom === == == = - e
-
%2 o a
= @ = —B—
Fma . . RN,
0.0 l‘ ﬁ'_—_l_ _{;‘__-l_f 1 I
i 0.1 0.2 DREIS 0.5
{a
i . A 2
£.0F i
g ¥
®
jad L
Z o
4.EI[:+_ DR .-, U P 3-— =
—
—
B—3
F = —F— Trailing Wall [1:1]
=Z5000 [1:1]
Re_f D,I — =43 —  Trailing Wall [1:4]
I Reo=mAz ——fZ%-— Trailing Wwall (4:1]
EEI"‘I'I"I'|:|I"-'"I'|:|13"I'|:|I4I'I'[ISI'
o ’ 2 . R /. e
DR b
40
Er—m oo L o -
F = G e Ly
‘_"9————\...{_}____ ________ o
2 |
[l
=R
=
= L
i = =t £l
F Ra=25000
Ro=0.12
ool v o 1 1 e 1 1
0 0.z 03 0.4 0a
DR

Fig. 15 Effect of density ratio on: (a) leading wall; (b) trailing
wall; and (c¢) sidewall at various AR ducts for Re=25,000 and
Ro=0.12

drop is associated with the decrease in the near-leading-wall ve-
locity due to centrifugal buoyancy effects. In the DR
=0.13-0.25 range, the Nu ratios are extremely small due to near-
stagnant or weakly reversed flow conditions along the leading
wall. As mentioned earlier, with a further increase in density ratio,
the back flow strengthens, and consequently the leading wall ex-
periences higher momentum fluid leading to increased leading
wall Nu values. Therefore, as DR is increased to 0.5, the Nu ratio
increases with increasing density ratio. Note that while the per-
centage increase in the peak Nu ratio along the leading wall is
high (over 150%), the Nu ratios themselves are still below 1 due
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to the flow reversal. The trailing wall shows a more monotonic
behavior, with an increase in the Nu ratio with DR. As seen in Fig.
17(b), between a DR=0 and 0.25, there is nearly a 25% increase
in the peak Nu value. This increase certainly has to do with the
upward shift of the core flow toward the trailing wall with increas-
ing DR due to the associated decrease in velocity and flow rever-
sal along the leading wall (since mass flow is a constant). How-
ever, this increase in the Nu ratio appears to plateau beyond a DR
of 0.25 (implying a balance of competing effects), and the Nu
ratio remains almost constant in the DR range of 0.25-0.5.

Conclusions

The flow and heat transfer in a ribbed duct of aspect ratios 1:1,
4:1, and 1:4 are investigated numerically. The Reynolds number,
the rotation number, and the density ratio are varied parametri-
cally to observe their effects on the Nusselt number for each AR
duct. The following are some key observations made in the
present study:

1. Under rotational conditions, the 4:1 AR has the highest Nu
ratio along the leading and side walls, while the 1:4 AR has
the highest trailing wall Nu ratio. The commonly studied 1:1
AR case has the lowest trailing wall and sidewall Nusselt
number ratios. The 1:4 AR has the lowest leading wall Nu
ratio due to the effects of the opposed centrifugal-buoyancy
force and flow reversal along the leading wall. In general,
the average Nu (overall walls) is the highest for the 4:1 AR.
Therefore, from a design perspective, higher ARs should be
preferred.

2. For all ARs, the heat transfer along the leading and trailing
walls shows a strong dependence on Reynolds number. Ex-
cept for the leading and sidewalls of the 1:4 AR, the Nu ratio
decreases with Re. In the vicinity of the leading wall for the
1:4 AR, where flow reversal occurs and Nu ratios are low,
increasing Re leads to the strengthening of the near wall
flow, and leading wall Nu ratio increases significantly with
Re.

3. With rotation, the Nu ratio along the leading wall shows an
initial decrease for all ARs up to a Ro of 0.12. This is attrib-
uted to the Coriolis-driven secondary flows that direct flow
away from the leading surface, and the opposing action of
centrifugal buoyancy. However, for Ro=0.25 and beyond,
the leading wall Nu ratio for the 1:4 AR shows a significant
increase, while the 1:1 and 4:1 AR cases show very small
dependence on Ro. Along the trailing and side walls, the 1:1
and 4:1 AR cases exhibit a monotonic increase in the Nu
ratio with Ro, while the 1:4 AR shows a sharp increase in
the Nu ratio up to a Ro=0.12, followed by a modest de-
crease with Ro.

4. The effect of centrifugal buoyancy and density ratio is most
significant for the 1:4 AR duct where the near-leading-wall
flow velocities are reduced to the greatest extent by the Co-
riolis driven secondary flows. This is detrimental for situa-
tions with large load variability (or large changes in rotation
number) where the cooling may change significantly with
rotational speeds.

5. The 1:4 AR duct shows flow reversal at high rotation num-
ber with multiple rolls in the secondary flow structures near
the leading wall. The relative difference between the trailing
and leading wall heat transfer is the highest in the 1:4 AR
duct, indicating the important role of Coriolis driven second-
ary flows for this case. For certain critical parameter values
(low Re, high Ro, and/or DR), the leading wall flow is ex-
pected to become nearly stagnant, due to the action of cen-
trifugal buoyancy, leading to conduction-limited heat trans-
fer. Such situations may cause overheating and material
failure. Therefore, for tall coolant passages with ARs on the
order of 1:4-1:6 particular attention should be paid to en-
hance the heat transfer along the leading wall.
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6. The 4:1 AR duct shows evidence of multiple rolls in the not significant, as in the other two AR ducts. Furthermore,
secondary flow that direct the core flow to both the leading the presence of these secondary flows in the vicinity of the
and trailing surfaces. Therefore the difference between the sidewalls is responsible for the 4:1 AR sidewalls having the
leading and trailing wall heat transfer in the 4:1 AR duct is highest Nu ratio for all Re, Ro, and DR.
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Nomenclature
B = width of the duct

Bo = buoyancy parameter, (Ap/p)Ro’R),

D;, = hydraulic diameter of the duct, 4HB/(2(H+B))
e = size of the square ribs
f = friction factor, [Ap,/ (O.Spuiv)]
h = local heat transfer coefficient

H = height of the duct

Ky = ratio of thermal conductivity of fluid to that of

solid
L, = streamwise extent of the periodic domain

Nu = Nusselt number,
hBIKy=~((36/n)|,=0)/ (6,,(x,y) = 6,(x))
P = pitch of the ribs
p = periodic component of pressure
Pr = Prandtl number, v/«
g; = turbulent thermal subgrid stress
Re = Reynolds number, u,,B/v
Ry, = mean radius of rotation
Ro = rotation number, OB/ u,,
t = time
T = temperature
u, = frictional velocity, (7, /p)
Y* = yulv
u,v,w = nondimensional velocity in x, y, and z direc-
tions (also u;, u;)
ui, u] = velocity fluctuations
X,Y,Z = nondimensional Cartesian coordinates (also x;,
)Cj)
Greek Symbols
« = thermal diffusivity
B(t) = mean pressure gradient
g;jx = alternating tensor
0;; = Kronecker delta
0 = nondimensional periodic component of tem-
perature, (T-T,,)/(T,,,—T,,)
p = density of the fluid
Ap/p = coolant-to-density ratio, (7,,—T})/T,,
v = kinematic viscosity of the fluid
Tijs Ty = turbulent stress and wall shear stress,
moul dnl,—, respectively
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Increasing Adiabatic
Film-Cooling Effectiveness by
Using an Upstream Ramp

A new design concept is presented to increase the adiabatic effectiveness of film cooling
from a row of film-cooling holes. Instead of shaping the geometry of each hole; placing
tabs, struts, or vortex generators in each hole; or creating a trench about a row of holes,
this study proposes a geometry modification upstream of the holes to modify the ap-
proaching boundary-layer flow and its interaction with the film-cooling jets. Computa-
tions, based on the ensemble-averaged Navier—Stokes equations closed by the realizable
k-& turbulence model, were used to examine the usefulness of making the surface just
upstream of a row of film-cooling holes into a ramp with a backward-facing step. The
effects of the following parameters were investigated: angle of the ramp (8.5 deg, 10 deg,
14 deg), distance between the backward-facing step and the row of film-cooling holes
(0.5D, D), blowing ratio (0.36, 0.49, 0.56, 0.98), and “sharpness” of the ramp at the
corners. Results obtained show that an upstream ramp with a backward-facing step can
greatly increase surface adiabatic effectiveness. The laterally averaged adiabatic effec-
tiveness with a ramp can be two or more times higher than without the ramp by increas-
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ing upstream and lateral spreading of the coolant. [DOI: 10.1115/1.2709965]

Keywords: turbine cooling, film cooling, computational heat transfer

Introduction

To increase thermal efficiency and specific thrust, advanced
gas-turbine stages are designed to operate at increasingly higher
inlet temperatures [1]. This increase is made possible by advances
in materials such as super alloys and thermal-barrier coatings and
by advances in cooling technology such as internal, film, and im-
pingement cooling [1-4]. With cooling, inlet temperatures can far
exceed allowable material temperatures. Though cooling is an ef-
fective way to enable higher inlet temperatures, efficiency consid-
erations demand effective cooling be achieved with minimum
cooling flow. This is because turbines operate at very high pres-
sures, and energy is needed to pump the cooling air to those pres-
sures before they can be circulated through the turbine system for
cooling.

For advanced gas turbines, the first-stage stator and rotor typi-
cally requires film cooling, which strives to form a blanket of
cooler air next to the material surface to insulate the material from
the hot gas [5]. Many investigators have studied the effects of
design and operating parameters on film cooling of a flat plate in
which the cooling jets issuing from one or two rows of inclined
circular holes. Parameters studied include film-cooling hole incli-
nation, length-to-diameter ratio, spacing between holes, turbu-
lence and embedded vortices in the hot-gas flow, and unsteadiness
from rotator—stator interactions (see, e.g., reviews by Han, et al.
[6], Goldstein [7], Sundén and Faghri [8], Shih and Sultanian [9],
and Bogard and Thole [10]; in addition, see the comprehensive
bibliography provided by Kercher [11,12]).

Of the previous studies, Kelso and Lim [13] and Haven et al.
[14] showed the important role played by vortices in the evolution
of film-cooling jets. One pair, referred to as the counter-rotating
vortices (CRVs), was found to lift the jet off the surface that it is
intended to protect and to entrain hot gas underneath it. The other
pair, referred to an anti-kidney pair, was shown to have a sense of
rotation opposite to that of the CRVs, and so can counteract the
undesirable effects of the CRVs in entraining hot gas. Thus, it is of

Contributed by the Heat Transfer Division of ASME for publication in the Jour-
NAL OF HEAT TRANSFER. Manuscript received March 4, 2006; final manuscript re-
ceived December 14, 2006. Review conducted by Jayathi Murthy.

464 / Vol. 129, APRIL 2007

Copyright © 2007 by ASME

interest to develop strategies to control the formation and strength
of these vortices in a way that leads to more effective film cooling.

There are many ways to alter the structure of these vortices.
Since the vorticity in the cooling jet originates from the flow in
the film-cooling hole, the boundary layer upstream of the film-
cooling hole, and the boundary-layer/cooling jet interactions, most
investigators have focused on the geometry of the film-cooling
hole. Shaped-diffusion hole is one approach, which uses the
Coanda effect to cause the film-cooling jet to hug the curved
surface and an expanding cross-sectional area near the hole exit to
decrease cooling-jet speed and to increase lateral spreading. Ha-
ven et al. [14] and Hyams et al. [15] investigated the effects of
shaped holes on the vorticity dynamics of hot-gas/film-cooling jet
interactions. Bunker [16] provides a comprehensive review of the
research on shaped holes. Another approach to alter the vortical
structures is via vortex generators. Haven and Kurosaka [17] in-
vestigated the effects of placing vanes inside film-cooling holes
that produce vortices in the same sense as the anti-kidney vortices.
Zaman and Foss [18], Zaman [19], and Ekkad et al. [20] investi-
gated the effects of tabs placed at the film-cooling-hole exit. The
first two studies showed vortex generators can be quite effective
in reducing jet penetration. However, both studies only investi-
gated jets that lifted off the surface once exiting the film-cooling
holes. Ekkad et al. [20] showed that placing tabs on the upstream
side of the film-cooling-hole exit can improve film-cooling effec-
tiveness. Shih et al. [21] proposed placing a strut or obstruction
within each film-cooling hole that do not necessarily generate ap-
preciable vorticity but can cause vortices inside film-cooling holes
to be stretched and tilted in a way that would change the magni-
tude and direction of the vorticity in the CRVs and the anti-kidney
pair. Bunker [22] proposed creating a trench about a row of film-
cooling holes to modify the boundary-layer/cooling jet interac-
tions. Altorairi [23] showed the trench to be quite useful in im-
proving film-cooling effectiveness.

So far, no one has studied modifying the geometry upstream of
a row of film-cooling holes to improve surface effectiveness. In
this paper, an “upstream ramp” (Fig. 1) is proposed to modify the
hot-gas boundary-layer/cooling jet interaction so that film-cooling
effectiveness improves. Since extended surfaces such as a ramp
could increase surface heat transfer and this is undesirable on the
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Fig. 1 Schematic of the upstream ramp studied

hot-gas side, it is noted that the ramp can be constructed in the
thermal-barrier coating (TBC) system by using the ceramic top
coat, which has very low thermal conductivity (private communi-
cation with Bunker [24]). The objective of this study is twofold.
The first is to examine the nature of the flow induced by an up-
stream ramp and how that flow can improve film-cooling effec-
tiveness. The second is to perform a parametric study on the ef-
fects of design parameters for a generic ramp. This study will be
accomplished by using computational fluid dynamics (CFD)
analysis that accounts for the three-dimensional nature of the flow
and resolves the flow above the surface to be cooled as well as the
flow in the plenum and in the film-cooling holes.

Problem Description

To demonstrate the usefulness of an upstream ramp design con-
cept, the problem of film cooling of a flat plate from a row of
inclined circular holes is studied. The baseline problem without
the upstream ramp is very similar to the experimental study of
Kohli and Bogard [25] so that this computational study can be
validated by comparing the CFD predictions with experimentally
measured values.

Schematic diagrams of the film-cooling problem studied with
and without an upstream ramp are shown in Figs. 1-3. For this
problem, the cooling jets emerge from a plenum through one row
of circular holes. Each hole has a diameter D of 12.7 mm, a length
of 3.5D, and an inclination of 35 deg relative to a plane tangent to
the flat plate. The spacing between the centers of the film-cooling
holes in the spanwise direction is 3D. The upstream ramp studied
has length 2D, makes an angle « with respect to the flat plate, and
is located B upstream of the film-cooling hole. The following
values of « and 8 were examined: 8.53 deg, 10 deg, and 14 deg
for a and 0.5D and D for B. Other dimensions that describe the
geometry are given in Figs. 1-3. A case was also studied in which
the three sharp corners of the ramp are rounded as shown in Fig.
4. The radius of curvature of the rounding is 0.0787D, which
corresponds to 1 mm.

| 49D >|

T inviscid wall

inflow
15D

<‘—l190 — %35"
ya
T

plenum
10D [&— 6D —]
_L coolant

Fig. 2 Schematic of the film-cooling configuration studied
(not drawn to scale and ramp not included)

flat plate

Journal of Heat Transfer

Fig. 3 Schematic of film cooling of a flat plate from a row of
inclined circular holes with an upstream ramp

The operating conditions are as follows. The fluid for the main
flow (hot gas) and coolant is air. The main flow above the flat
plate has a free stream temperature 7. of 298 K and a free stream
velocity U, of 20 m/s in the X direction. The flow in the bound-
ary layer is assumed to be turbulent from the leading edge of the
flat plate. The coolant has a temperature 7. of 188 K in the ple-
num. This gives a density ratio (DR) of 1.6. When the average
velocity at the inlet of the film-cooling holes U, is 6.25 m/s, the
mass flux or blowing ratio M is 0.5. Three other blowing ratios
were also studied—0.36, 0.56, and 0.98—by varying the velocity
at the plenum inflow.

Two types of boundary conditions were applied on the flat plate
for the heat transfer study. When the film-cooling adiabatic effec-
tiveness is sought, the flat plate is made adiabatic. When the sur-
face heat transfer coefficient is sought, the flat plate is maintained
at a constant wall temperature T,, of 243 K. All other walls, in-
cluding the walls of the film-cooling holes and the plenum, are
made adiabatic. The back pressure at the outflow boundary above
the flat plate is maintained at atmospheric pressure.

For this problem, the computational domain is taken to be the
region bounded by the solid and dashed lines shown in Fig. 2,
where the dashed lines represent periodic planes. By assuming
periodicity in the spanwise direction, only one film-cooling hole
needs to be examined. In addition, the “upper channel wall” (i.e.,
the wall without film-cooling holes) was moved closer to the wall
with the film-cooling holes. This was done to reduce the size of
the computational domain and hence computational cost. The er-
rors incurred by this are minimized by making the “upper channel
wall” sufficiently far away and by making it inviscid (i.e., the
velocity there can slip despite the viscous nature of the flow) so

N

Fig. 4 Schematic of an upstream ramp with rounded corners
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Fig. 5 Grid-independence study: centerline adiabatic effec-
tiveness for three grids at M=0.5

that boundary layers will not form there. To ensure that the “upper
channel wall” is sufficiently far away, two different channel
heights were evaluated, and they are H=15D and 30D (see Fig.
2).

Formulation and Numerical Method of Solution

The film-cooling problem described in the previous section was
modeled by the ensemble-averaged continuity, full compressible
Navier—Stokes, and energy equations that are valid for a thermally
and calorically perfect gas. The effects of turbulence were mod-
eled by using the two-equation realizable k-& model [26]. For all
equations, the integration is to the wall (i.e., wall functions were
not used).

Solutions to the aforementioned governing equations were ob-
tained by using Version 6.1.18 of the Fluent-UNS code [27]. The
following algorithms in Fluent were invoked. Since only steady-
state solutions were of interest, the SIMPLE algorithm was used.
The fluxes at the cell faces representing advection were interpo-
lated by using second-order upwind differences. The fluxes at the
cell faces representing diffusion were interpolated by using
second-order central differences. For all computations, iterations
were continued until all residuals for all equations plateau to en-
sure convergence to steady state has been reached. At conver-
gence, the normalized residuals were always less than 1076 for the
continuity equation, less than 107 for the three components of the
velocity, less than 1078 for the energy, and less than 1073 for the
turbulence quantities.

Grid-Sensitivity and Validation Study

Accuracy of solutions is strongly dependent upon the quality of
the grid in minimizing grid-induced errors and in resolving the
relevant flow physics. In this study, a grid sensitivity study was
performed to determine the appropriate grid. Figure 5 shows the
results of this study for the case without the ramp, involving three
grids—the baseline grid with 2.291 million cells, a finer grid with
2.716 million cells (adaptation 1), and a still finer grid with 5.252
million cells (adaptation 2). For the two finer grids, the additional
cells were all concentrated about the film-cooling hole and the
hot-gas/coolant-jet interaction region, where the flow physics is
most complicated. From this grid sensitivity study, the baseline
grid was found to give essentially the same result for the center-
line adiabatic effectiveness as those from adaptation 1 and 2 grids.
The relative error in the “average” centerline adiabatic effective-
ness is 0.4% when comparing results from the baseline grid with
those from the adaptation 2 grid.

The grids used for this problem with and without an upstream
ramp are shown in Fig. 6. Without the upstream ramp, the grid
used has 2.291 million cells. When there is an upstream ramp, the
grids used has cells that varied from 2.282 million to 2.367 mil-
lion, depending upon the angle of the ramp and its distance from
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Fig. 6 Grid used: (a) no ramp; (b) with ramp; and (c¢) grid
around film-cooling hole

the film-cooling hole. For all grids used, the first grid point away
from all viscous walls has a y* less than unity. Also, the first five
grid points have y* values within five. Figure 7 shows the distri-
butions of the y* values for the first cell away from the flat plate
with the ramp for the case with M=0.98, a=14 deg, and S
=0.5D. From this figure, it can be seen the y* values are all less
than unity.

COO000000O0
“hwrUON®©

Fig. 7 y* values at one cell above the surface of the flat plat
with ramp
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Fig. 8 Validation study: CFD predictions and comparison with
experimental data of Kohli and Bogard (L/D=2.8 to match ex-
periment): (a) laterally averaged; and (b) centerline

To assess the meaningfulness of this computational study, the
grid-independent solutions generated for the problem of film-
cooling over a flat plate were compared with the experimental
data provided by Kohli and Bogard [25] for L/D=2.8 at a blow-
ing ratio of 0.5. At the leading edge of the film-cooling holes, the
computations predicted a boundary-layer thickness of 0.14D, a
shape factor of 1.49, and a Reynolds number based on free stream
speed and momentum thickness of 1492. The corresponding mea-
sured values are 0.12D, 1.48, and 1100, respectively. Results for
the predicted adiabatic effectiveness are shown in Fig. 8 along
with experimentally measured ones. From this figure, it can be
seen that the centerline adiabatic effectiveness is overpredicted
and the laterally averaged adiabatic effectiveness is underpre-
dicted. This indicates that the realizable k-¢ model overpredicts
normal spreading and underpredicts lateral spreading of the cool-
ing jet. Despite this, the trends are predicted correctly, and the
qualitative features of the flow are captured by the computations.
Thus, though the predictions may not be sufficiently accurate
quantitatively, they may be good enough to provide insight on the
flow and to discern differences in film-cooling designs.

Results

The objective of this study is to understand the usefulness of
placing a ramp upstream of a row of film-cooling holes in improv-
ing film-cooling adiabatic effectiveness. All configurations simu-
lated to obtain this understanding are summarized in Table 1. In
this section, the nature of the flow induced by an upstream ramp is
described first. Afterwards, its effects on surface adiabatic effec-
tiveness are presented.

Nature of the Flow Induced by an Upstream Ramp. Figures
9-13 show the interaction of the approaching boundary-layer flow
and the film-cooling jets with and without an upstream ramp. In
Fig. 9, it can be seen that when there is no ramp, a significant
pressure rise occurs just upstream of the film-cooling hole because
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Table 1 Summary of simulations performed
Case no. a (deg) B M Corner
1 8.53 0.5D 0.49 sharp
2 8.53 D 0.49 sharp
3 10.0 D 0.49 sharp
4 14.0 0.5D 0.49 sharp
5 14.0 D 0.49 sharp
6 8.53 D 0.36 sharp
7 8.53 D 0.56 sharp
8 8.53 D 0.98 sharp
9 14.0 0.5D 0.49 rounded

of approaching boundary-layer/cooling-jet interaction. But, when
there is an upstream ramp, the static pressure upstream of each
film-cooling hole is reduced significantly. This reduction in pres-
sure gradient on the flat plate just upstream of the film-cooling
hole resulted because the boundary-layer flow, being diverted up-
ward by the upstream ramp, now interacts with the film-cooling
jets at a distance above the flat plate.

Figure 10 contrasts the pressure coefficient on the film-cooled
plate with and without an upstream ramp for the case with the
most protruded ramp, which has a backward-facing step height of
1.0D. From Fig. 10(a), it can be seen that the ramp increases the
pressure upstream of the backward-facing step and decreases the
pressure downstream of it when compared to the case without the
ramp. Thus, having a ramp increases pressure drag. Since pressure
drag can be an important issue, the geometry of the ramp needs to
be optimized. Another issue about the ramp studied is that sharp
corners are hard to manufacture and maintain. Figure 10(b) shows
that rounding the ramp by 1 mm (0.0787D) does not appreciably
change the pressure distribution, which has strong effects on the
flow. Figure 10(c) shows the pressure coefficient for channel
heights of 15D and 30D. Since nearly identical results were ob-
tained, having the inviscid wall at 15D away from the film-cooled
plate is sufficiently far away.

The flow pattern created by the ramp is shown in Fig. 11. From
this figure, it can be seen that there is a separated region that
extends from the backward-facing step of the ramp to the up-
stream end of the film-cooling holes. The recirculating flow in this
separated region entrains the cooler fluid from the film-cooling jet
and cools the wall bounding the separated region. With the ap-
proaching boundary-layer deflected upwards, the cooling jet can
flow more easily through the cooling hole as shown in Fig. 12

(b)
Fig. 9 Static gage pressure (Pa) on the flat plate about the

film-cooling hole (a=8.5 deg, f=1.0D, M=0.49): (a) no ramp;
and (b) with ramp
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Fig. 10 Pressure coefficient on the plate along center line («#=14.0 deg, 8=0.5D, M=0.49): (a) with and without ramp;
(b) with sharp and rounded corners; and (¢) with ramp in channels of different heights

because the large separated region inside the film-cooling hole for
the case without ramp essentially disappears when there is a ramp.
Without an upstream ramp, the net pressure force on the cooling
jet is high, which causes the jet to bend toward the flat plate,
creating a large separated region in the film-cooling hole and
thereby reducing the effective flow cross-sectional area. With an
upstream ramp, the cooling jet is not deflected by the approaching
boundary-layer flow until further above the surface so that the
effective cross-sectional area for flow is higher, which reduces the
speed of coolant flow and the effective blowing ratio. Also, there
is no horseshoe vortex at the base of the cooling jet about the
film-cooling-hole exit. Thus, lateral spreading of each cooling jet
is increased. In Fig. 13, it can be seen that deflecting the ap-
proaching boundary layer (which is made up of hot gas) above the
film-cooling hole delays the entrainment of hot gas by the film-
cooling jet.

Adiabatic Effectiveness. Figures 14-19 show the results ob-
tained for the film-cooling adiabatic effectiveness. From Fig. 14, it
can be seen that with an upstream ramp, the surface adiabatic
effectiveness is greatly improved and that a much greater surface
about the film-cooling hole is now protected by the cooling jet,
including the region upstream of the film-cooling hole. This is
consistent with the nature of the fluid flow described earlier (e.g.,
entrainment of coolant downstream of the ramp’s backward facing
step by the recirculating flow in the separated region and the in-

Fig. 11 Streamlines colored by temperature with darker gray
being higher and lighter gray being lower (a«=8.5 deg, 8=0.5D,
M=0.49)
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Fig. 12 Velocity vectors and streamlines in an X-Z plane that
passes through the center of the film-cooling hole («=8.5 deg,
pB=0.5D, M=0.49). Lighter gray denotes higher speed region.
Darker gray denotes lower speed region with separation.
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Fig. 13 Normalized temperature (T,.-T)/(T,.-T,) at Y-Z plane
located at X/D=3 (a=14 deg, B=0.5D, M=0.49): (left half) no
ramp; and (right half) with ramp

creased lateral spreading of the coolant upon exiting the film-
cooling hole). Figures 15-17 show the effects of the ramp angle
and the distance from the backward-facing step of the ramp to the
film-cooling hole. From these figures, the following observations
can be made. First, increasing the ramp angle (and hence the
height of the backward-facing step), the higher is the laterally
averaged adiabatic effectiveness, at least for the two angles stud-
ied. Second, placing the ramp 0.5D upstream gave higher laterally
averaged adiabatic effectiveness than placing it 1.0D upstream.
The bottom line is that placing a ramp upstream of a row of
film-cooling holes increases laterally averaged adiabatic effective-
ness significantly. The laterally averaged adiabatic effectiveness
with the ramp can be two or more times higher than that without
the ramp.

Figure 18 shows the effects of blowing ratio on adiabatic effec-
tiveness. From this figure, it can be seen that laterally averaged
adiabatic effectiveness can decrease if the blowing ratio is too
high or too low. When it is too high, liftoff can take place. When
it is too low, hot gas is entrained behind the backward-facing step.
Thus, the optimal angle of the ramp or the height of the backward-
facing step depends on the blowing ratio. For a ramp with «
=14.0 deg that is located at 8=0.5D upstream of the film-cooling
hole, the best results are obtained with a blowing ratio around 0.5.
Figure 19 shows rounding the sharp corners of the upstream ramp
to have little effect on adiabatic effectiveness (Case 9, Table 1).

Heat Transfer. When the surface heat transfer is of interest,
computations were performed for the same configurations and op-
erating conditions except that the flat plate is maintained at a
constant wall temperature 7, of 243 K instead of being adiabatic.
The average heat transfer rate per unit area for the entire flat plate

o B
= OF
1F

E 1 1 ]

2 0 2 4 6

(a) X/D

1F
o,k
SOr
-1H

Fig. 14 Adiabatic effectiveness on the flat plate about the film-
cooling hole («=8.5 deg, f=1D, M=0.49): (a) no ramp; and (b)
with ramp
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Fig. 15 Adiabatic effectiveness with and without ramp: (a)
centerline; and (b) laterally averaged

with and without the ramp (Case 4 in Table 1) is —916.78 W/m?
and —1094.70 W/m?, respectively. Thus, introducing a ramp can
increase adiabatic effectiveness and decrease surface heat transfer.

Figure 20 shows the predicted normalized surface heat transfer
on the flat plate with and without ramp (Case 4 in Table 1). In Fig.
20, a normalized heat transfer flux of unity denotes the surface
heat flux at X/D=10 upstream of the film-cooling hole without
ramp, which equals —2221.06 W/m?. From Fig. 20, it can be seen

COO0000000
~“hvwhruON®©

Fig. 16 Adiabatic effectiveness as a function of « (=D and
M=0.49): (top half) «=8.5 deg; and (bottom half) =14 deg

CO0000000
“hwrON®O

Fig. 17 Adiabatic effectiveness as a function of 8 («=14 deg
and M=0.49): (top half) 8=1.0D; and (bottom half) 8=0.5D
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Fig. 18 Adiabatic effectiveness as a function of blowing ratio
(a=8.5 deg, B=D): (a) centerline adiabatic effectiveness; and
(b) laterally averaged adiabatic effectiveness

that the ramp changes substantially regions of high and low heat
transfer. In particular, though surface heat transfer is reduced over-
all and is reduced downstream of the ramp, the heat transfer on
the ramp itself is slightly increased. Figure 21 shows the normal-
ized surface heat flux along the center line with and without ramp.
From this figure, it is clear that ramp greatly reduces surface heat
transfer.

Summary

This study proposes to improve the adiabatic effectiveness of
film cooling by modifying the geometry upstream of the film-
cooling holes. Computations were performed to study the effects
of placing a ramp upstream of a row of film-cooling holes. Results
obtained showed the ramp to deflect the approaching boundary-
layer flow away from the base of the film-cooling jet. This caused
the boundary-layer flow/cooling jet interaction to occur further
away from the surface, which eliminated the horseshoe vortex at
the base of the cooling jet and allowed the film-cooling jet to
spread out more laterally. Also, this allowed the coolant from the
film-cooling jet to fill the separated region between the backward-
facing step of the ramp and the cooling jet and for the cooling jet
to entrain cooler fluid. These flow features were found to improve
film-cooling adiabatic effectiveness and to decrease surface heat
transfer. The laterally averaged adiabatic effectiveness with the
ramp can be two or more times higher than that without the ramp.
The “optimal” ramp geometry was found to depend on the blow-
ing ratio. There is, however, a penalty in pressure drag, implying
a need to optimize the ramp geometry. Also, it should be noted
that the ramp geometry studied is for an approaching boundary
layer with a thickness of 0.14D, a shape factor of 1.49, and zero
free stream turbulence.
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Fig. 19 Effects of rounding the sharp corners of the upstream
ramp (a=14.0 deg, B8=0.5D): (a) centerline adiabatic effective-
ness; and (b) laterally averaged adiabatic effectiveness
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Nomenclature
C, = pressure coefficient=(P—P.,)/(0.5pU?)
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Fig. 20 Normalized surface heat flux (M=0.49, =14 deg, and
pB=0.5D): (a) no ramp; and (b) with ramp
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Fig. 21 Normalized surface heat flux along the centerline with

and without ramp (a=14 deg, $=0.5D, M1=0.49)

D = film-cooling hole diameter
M = blowing ratio=(pU)./(pU).
P = static pressure
q" = surface heat flux
T,T.,T.. = temperature, coolant temperature in plenum,
hot-gas temperature at free stream
T,.T,, = wall temperature, adiabatic wall temperature
U. = average speed of coolant flow at the film-
cooling-hole inlet
U.. = speed of hot gas at free stream
u, = friction velocity: (7,,/p)®>
y* = normalized distance from the wall: pu.y/u
y = normal distance from the wall
Greek
n = adiabatic effectiveness/normalized temperature:
(TOO_T)/(TOO_TL)
7 = laterally averaged adiabatic effectiveness (i.e.,
averaged along the spanwise direction)
pm = dynamic viscosity
p = density
7,, = wall shear stress
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Effects of Various Modeling
Schemes on Mist Film Cooling
Simulation

Numerical simulation is performed in this study to explore film-cooling enhancement by
injecting mist into the cooling air with a focus on investigating the effect of various
modeling schemes on simulation results. The effect of turbulence models, dispersed-phase
modeling, inclusion of different forces (Saffman, thermophoresis, and Brownian), trajec-
tory tracking, and mist injection scheme is studied. The effect of flow inlet boundary
conditions (with/without air supply plenum), inlet turbulence intensity, and the near-wall
grid density on simulation results is also included. Simulation of a two-dimensional (2D)
slot film cooling with a fixed blowing angle and blowing ratio shows a 2% mist (by mass)
injected into the cooling air can increase the cooling effectiveness about 45%. The
renormalization group (RNG) k-& model, Reynolds stress model, and the standard k-&
turbulence model with an enhanced wall treatment produce consistent and reasonable
results while the turbulence dispersion has a significant effect on mist film cooling
through the stochastic trajectory calculation. The thermophoretic force slightly increases
the cooling effectiveness, but the effect of Brownian force and Saffman lift is impercep-
tible. The cooling performance deteriorates when the plenum is included in the calcula-
tion due to the altered velocity profile and turbulence intensity at the jet exit plane. The
results of this paper can provide guidance for corresponding experiments and serve as
the qualification reference for future more complicated studies with 3D cooling holes,

different blowing ratios, various density ratios, and rotational effect.
[DOI: 10.1115/1.2709959]

Keywords: film cooling, gas turbine cooling, mist cooling, two-phase flow simulation

Introduction

For more than half a century [1,2], air film cooling has been
commonly applied to cool gas turbine hot components such as
combustor liners, combustor transition pieces, turbine vanes
(nozzles), and blades (buckets). Numerous studies have been per-
formed to make film cooling more effective by optimizing the
injection angles and blowing ratios and designing different injec-
tion hole configurations. Open literature shows that the optimal
injection angle of forward inclination is about 30—-35 deg. Jia et
al. [3] verified that the recirculation bubble downstream the jet
vanishes when the angle is 30 deg or less. The injection angle in
Bell et al. [4] and Brittingham and Leylek [5] is 35 deg. Taslim
and Khanicheh [6] conducted experimental and numerical studies
with an injection angle of 25 deg. The blowing ratio is another
important parameter in film cooling. As found in Ref. [3], it has a
large effect on the size of recirculation. Kwak and Han [7] mea-
sured heat transfer coefficients and film-cooling effectiveness on a
gas turbine blade tip. Their results showed that heat transfer co-
efficient decreased as the blowing ratio increased, while the film
effectiveness increased. Mayhew et al. [8] measured the adiabatic
cooling effectiveness of film cooling with compound angle holes
using thermochronic liquid crystal. Their photographs show that
large blowing ratios lower the cooling performance.

Since the mixing between the coolant and main flow is partially
controlled by turbulence diffusion, the inlet turbulence intensity of
coolant jet also affects film cooling. As shown in Mayhew et al.
[8], low inlet turbulence intensity keeps the coolant close to the
wall when the blowing ratio is low; while high inlet turbulence
intensity helps bring the coolant back to the wall when the blow-
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NAL OF HEAT TRANSFER. Manuscript received March 1, 2006; final manuscript re-
ceived January 3, 2007. Review conducted by Jayathi Murthy.

472 / Vol. 129, APRIL 2007

Copyright © 2007 by ASME

ing ratio is high. To study the effect of upstream flow conditions
on film cooling, an inlet plenum as well as the flow arrangement is
considered in numerical studies by Brittingham and Leylek [5],
Adami et al. [9], etc. It is concluded that an accurate prediction of
coolant discharge and wall coverage of cooling film requires com-
putation of flow field in the cooling air supply plenum and duct.

Many studies have been conducted on shaped holes with vari-
ous configurations. For example, Bell et al. [4] found laterally
diffused compound-angle holes and forward diffused compound-
angle holes produce higher effectiveness over much wider ranges
of blowing ratio and momentum flux ratio compared to the other
three simple-angle configurations tested. Brittingham and Leylek
[5] concluded that the compound-angle shaped holes could be
designed to eliminate crossflow line-of-sight between adjacent
holes, and thus somewhat mimic slot-jet performance. To reduce
nonuniform cooling pattern inherent in discrete injection holes,
Wang et al. [10] conducted experiments by embedding the dis-
crete injection holes in a slot recessing beneath the surface. Pre-
mixing inside the slot makes the film cooling more uniform than
discrete injection holes.

Although these technologies can continuously improve the per-
formance of conventional air film cooling, the increased net ben-
efits seem to be approaching their limit. In view of the high con-
tents of H, and CO in the synthetic fuels for next generation
turbines, the increased flame temperature and flame speed from
those of natural gas combustion will make gas turbine cooling
more difficult and more important. Therefore, development of
new cooling techniques is essential for surpassing current limits.
One potential new cooling technique is to inject a small amount of
tiny water droplets (mist) into the cooling air to enhance the cool-
ing performance. The key mechanism of mist cooling enhance-
ment is attributed to the heat absorbed by evaporation of droplets
when moving along the coolant air. The second cooling enhance-
ment mechanism is contributed by direct contact between water
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droplet and the wall. Other minor cooling enhancement mecha-
nisms include increased temperature gradient and augmented mix-
ing due to droplet—air interactions. Furthermore, continuous
evaporation of droplets can last farther into the downstream re-
gion where single-phase air film cooling becomes less effective.

Mist has been used to enhance heat transfer in gas turbine sys-
tems in different ways. Gas turbine inlet air fog cooling [11] is a
common application where water droplets evaporate to lower the
compressor air inlet temperature until the relative humidity
reaches 100%. In addition, fog overspray is used in industry to
provide evaporative cool inside the compressor. Petr [12] reported
the results of thermodynamic analysis of the gas turbine cycle
with wet compression based on detailed simulation of a two-phase
compression process. In 1998, Nirmalan et al. [13] applied water/
air mixture as the impingement coolant to cool gas turbine vanes.
To explore an innovative approach to cool future high-temperature
gas turbines, the authors’ research group has conducted a series of
experimental studies of mist/steam cooling by injecting 7 um (av-
erage diameter) water droplets into steam flow, e.g., Refs.
[14-17]. For a straight tube [14], the highest local heat transfer
enhancement of 200% was achieved with 1-5% (weight) mist,
and the average enhancement was 100%. In a 180 deg tube bend
[15], the overall cooling enhancement ranged from 40% to 300%
with the maximum local cooling enhancement being over 800%,
which occurred at about 45 deg downstream of the test section
inlet. For jet impingement cooling over a flat surface [16], a 200%
cooling enhancement was shown near the stagnation point by add-
ing 1.5% (weight) mist. In jet impingement on a concave surface
[17], enhancement of 30-200% was achieved within five-slot dis-
tance with 0.5% (weight) mist.

Besides experimental tests, numerical simulation is frequently
used to study film cooling. Jia et al. [3] employed a V2F k-¢
turbulence model to investigate slot jet film cooling. The standard
k-g model with generalized wall function was used by Britting-
ham and Leylek [5] to simulate film cooling with compound-angle
shaped holes. Taslim and Khanicheh [6] also used the standard k-&
model with generalized wall function in their study. Heidmann et
al. [18] employed a k-w model, which does not require a specified
distance to the wall for the near-wall grids. Tyagi and Acharya
[19] used the large eddy simulation (LES) to reveal the aniso-
tropic characteristics in the wake region of a cooling jet.

To simulate the flow and heat transfer of a discrete phase, such
as droplets in mist film cooling, one approach is to track the
particles in a Lagrangian frame of reference, and at the same time
compute the heat transfer between the discrete phase and the con-
tinuous flow. The effect of discrete phase on flow and heat transfer
of the continuous phase is incorporated as a source term to the
governing equations. The Lagrangian method has been used in
many studies such as dispersion of post-dryout flow [20], evapo-
rating droplets in a swirling jet [21], and evaporating spray in
turbulent gas flow [22]. Li and Wang [23] conducted a numerical
simulation of mist film cooling using the standard k-e turbulence
model with enhanced wall function. Three different holes are
adopted in their study including a two-dimensional (2D) slot, a
round hole, and a fan-shaped diffusion hole. A comprehensive
study is performed on the effect of main flow temperature, blow-
ing angle, blowing ratio, mist injection rate, and droplet size on
the 2D slot cooling effectiveness. Significant cooling enhance-
ment (30-50%) was predicted for all the holes used.

Since the accuracy and validity of simulation depends largely
on the accuracy of numerical modeling, this paper focuses on
investigating the effect of various modeling schemes on the simu-
lated results of mist film cooling, including effects of turbulence
models, different flow—droplet interactions (Saffman force,
Brownian lift, and thermophoresis), discrete-phase modeling, mist
injection locations, and trajectory tracking. The results of this pa-
per will serve as the qualification reference for more complicated
studies including 3D cooling holes, various blowing ratios, vari-
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ous density ratios, and rotational effect. This paper can also serve
as guidance for designing and conducting corresponding experi-
ments.

Numerical Model

Geometrical Configuration. A 2D slot is selected for this
study. Its configuration and main dimensions are shown in Fig. 1.
The slot width (b) is 4 mm and the slot length is 3b. The injection
angle is 35 deg, which is considered as the optimal value by Refs.
[4,5]. The computational domain has a length of 80b and a height
of 20b. The slot jet is set to 20b from the entrance of the main-
stream. To study the effect of upstream conditions of the coolant
flow on film cooling performance, a 7.0b X 3.5b extended air sup-
ply plenum upstream the film cooling slot is added as a separate
case. The cooling air enters the plenum parallel to the main flow.

Governing Equations. The 2D time-averaged steady state
Navier—Stokes equations as well as equations for mass, energy,
and species transport are solved. The governing equations for con-
servation of mass, momentum, and energy are given as

J
—(pu) =S, (1)
ox;
1
J _ 0P 4 —_
E(P”i”j)=l38j—E"'E(ﬂj‘ﬂ”f”})*’ﬂ (2)
i j i
J J JaT —
E(pcpu,vT) = g()\g - pcl,ui’T') +ud+S, (3)

where 7;; is the symmetric stress tensor defined as

u; u; 2 _du
T = —1+—1_—5,.—k) 4
Y ,u( dx;  dx; 3 Y “

The source terms (S, F;, and S)) are used to include the contri-
bution from the dispersed phase. u® is the viscous dissipation and
\ is the heat conductivity.

In mist film cooling, water droplets evaporate and the vapor
diffuses into its surrounding flow. The flow mixture consists of
three main components: water vapor (H,O), oxygen (O,), and
nitrogen (N,). The equation for species transport is
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—(puC)— &(pD—C puC)+Sj (5)

where C; is the mass fraction of the species () in the mixture, and
S; is the source term for this species. D; is the diffusion
coefficient. o o _

Notice the terms of pu;u;, pc,u;T', and pu;C; represent the
Reynolds stresses, turbulent heat fluxes, and turbulent concentra-
tion (or mass) fluxes, which should be modeled properly for a
turbulent flow. The Reynolds number of the main flow (based on
the duct height and the inlet condition specified later) is about
30,000 in this study. Therefore, turbulence models need to be
included.

Turbulence Models

Standard k-g Model. The standard k-& model, which, based on
the Boussinesq hypothesis, relates the Reynolds stresses to the
mean velocity as

—_— <ﬁu 8u«) %kﬁ ©)
pu; M,aj o) " 3P0

where k is the turbulent kinetic energy, and u, is the turbulent
viscosity given by

= pC e (7)

where C,, is a constant and & is the dissipation rate. The equations
for the turbulent kinetic energy (k) and the dissipation rate (g) are

g P M,) &k]
—(pu;k) = — +— |— |+ G- 8
ﬁx,«(pu' ) ﬁx-[('u g/ ox; kmpe ®

1

J J de € &g?
(Txi(PufS)= gj[(#‘* i)ﬂ_xl] +Cl£Gk2_C2£p; ©)
The term G is the generation of turbulent kinetic energy due to
the mean velocity gradients.
The turbulent heat flux and mass flux can be modeled with the
turbulent heat conductivity (\,) and the turbulent diffusion coeffi-
cient (D,), respectively

ar M 0T
C ] WT =—\—=-c 10
Pl "ox, pPr,ﬁx (10)
S aC  w dC
u;C'=—pD—=——— 11
Py p "ox; Sc, dx; (1)

The constants Cy,, Cop, Cp, 0y, and o, used are: Ci,=1.44, Cy,
=192, €,=0.09, 03=1.0, 0,=1.3 [24]. The turbulent Prandtl
number, Pr,, is set to 0.85, and the turbulent Schmidt number, Sc,,
is set to 0.7.

Enhanced Wall Function. The above k-& model is mainly valid
for high Reynolds number fully turbulent flow. Special treatment
is needed in the region close to the wall. The enhanced wall func-
tion is one of several methods that model the near-wall flow. In
the enhanced wall treatment, a two-layer model is combined with
the wall functions. The whole domain is separated into a
viscosity-affected region and a fully turbulent region by defining a
turbulent Reynolds number, Re,

Re, = yk'*/v (12)

where k is the turbulent kinetic energy and y is the distance from
the wall. The standard k-& model is used in the fully turbulent
region where Re,>200, and the one-equation model of Wolfstein
[25] is used in the viscosity-affected region with Re, <200. The
turbulent viscosities calculated from these two regions are blended
with a blending function (6) to smoothen the transition
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Mt enhanced = elut + (1 - G)Mf,l (13)

where u, is the viscosity from the k- model of high Reynolds
number, and g, is the viscosity from the near-wall one-equation
model. The blending function is equal to O at the wall and 1 in the
fully turbulent region. The linear (laminar) and logarithmic (tur-
bulent) laws of the wall are also blended to make the wall func-
tions applicable throughout the entire near-wall region.

Reynolds Stress Model. In film cooling, the interaction between
the injected coolant flow and the approaching main flow could be
anisotropic and nonequilibrium with multiscaled integral and dis-
sipation length scales. Therefore, the Reynolds stress model
(RSM), a second-moment closure, is considered in this study. The
Reynolds stress transport equation can be given as

S oul)
—(puuiu;)=——
é’xkpk" Xy

ror ol ! !
[pukui uiug + P(Su; + Syu;)

ou; ——ou;
/.L_(bt |- <u uk—1+u'u,£ )
Oxy Oxy

! ou ] ou;
+P<—’+—L)— ——t (14)

ox;  ox; Oxy Oxy,

The diffusive term on the right-hand side can be modeled as
& ror ol ’ (9
= | pugiujuy + P(Sgju; + Sy )+,u (u,uj)
ﬁxk
J Jd —
=—[ﬁ—<u;u;>} (15)
oxi | oy Ixy.

The second term on the right-hand side of Eq. (14) is the produc-
tion term, and it is notated as G;

ou; ——ou;

Gj=- (u uk—‘+u ') (16)
X (9 (9xk

The third term is the pressure—strain term, which can be modeled

as
! ou! ef— 2
P +—L)=C —<u-’u'——5-»k>—C 5A
(&xj o, 1Pk ifj = 3% 2 Kk
(17)

where A;;=G;~ ﬁ(puku )/ dx;. The constants C; and C, are 1.8
and 0.6, respectlvely By assumlng the dissipation is isotropic, the
last term in Eq. (14) can be approximated by

ul ou: 2
a;}% 3 9ype (18)

Modeling of the turbulent heat flux and mass flux are similar as
in the k-& model. The turbulent kinetic energy and its dissipation
rate can be calculated from the Reynolds stresses.

Other Models. Ignoring details here, the turbulence models
adopted in this study also include RNG k-¢ model, k-w model,
and the shear-stress transport (SST) k-w model. The RNG k-&
model was derived using renormalization group theory [26]. It has
an additional term in the & equation to improve the accuracy for
rapidly strained flows. The effective viscosity is used to account
for low-Reynolds-number effect. Theoretically, this model is more
accurate and reliable than the standard k-& model. The standard
k- model is an empirical model based on transport equations for
the turbulent kinetic energy (k) and the specific dissipation rate
(w), which can also be considered as the ratio of & to k [27]. The
low-Reynolds-number effect is accounted for in the k-w model.
The SST model is a mixture of the k-w model and the k-& model:
close to the wall it becomes the k-w model while in the far field
the k-& model is applied [28].
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Dispersed-Phase Model (Water Droplets)

Droplet Flow and Heat Transfer. Based on Newton’s second
law, the droplet motion in airflow can be formulated by

mydv,Jdi= >, F (19)

where m, is the droplet mass, and v,, is the droplet velocity (vec-
tor). The right-hand side is the combined force acting on the drop-
let, which normally includes the hydrodynamic drag [29], gravity,
and other forces such as Saffman’s lift force [30], thermophoretic
force [31], and Brownian force [32], etc.

Without considering the radiation heat transfer, droplet’s heat
transfer depends on convection and evaporation as given in the
following equation

T dm
N 2 i)
myc, o 7d* (T, —T) + & hy, (20)
where hy, is the latent heat. The convective heat transfer coeffi-
cient (h) can be obtained with an empirical correlation [33,34]
hd
Nu, = NS 2.0 + 0.6Re} P (21)

where Nu is the Nusselt number, and Pr is the Prandtl number.

The mass change rate or vaporization rate in Eq. (20) is gov-

erned by concentration difference between droplet surface and the
air stream

dm

- EE = 7d*k (C,— C.,)
where k. is the mass transfer coefficient, and C; is the vapor
concentration at the droplet surface, which is evaluated by assum-
ing the flow over the surface is saturated. C,, is the vapor concen-
tration of the bulk flow, obtained by solving the transport equa-
tions. The value of k. can be given from a correlation similar to
Eq. (21) by [33,34].

(22)

Sh,= %‘d =2.0+0.6Re}’Sc** (23)
where Sh is the Sherwood number, Sc is the Schmidt number
(defined as v/D), and D is the diffusion coefficient of vapor in the
bulk flow.

When the droplet temperature reaches the boiling point, the
following equation can be used to evaluate its evaporation rate
[35]

d A
- %ﬁ = 7742(5) (2.0 +0.46Re))In[1 + ¢,(T.. - T)/hz)lc,

(24)

where \ is the gas/air heat conductivity, and c,, is the specific heat
of the bulk flow.

Theoretically, evaporation can occur at two stages: (a) when the
temperature is higher than the saturation temperature (based on
local water vapor concentration), water evaporates, and the evapo-
ration is controlled by the water vapor partial pressure until 100%
relative humidity is achieved; (b) when the boiling temperature
(determined by the air-water mixture pressure) is reached, water
continues to evaporate. After the droplet evaporates due to either
high temperature or low moisture partial pressure, the vapor dif-
fuses into the main flow and is transported away.

Stochastic Particle Tracking. The turbulence models discussed
above can only obtain the time-averaged velocity. Using this ve-
locity to trace the droplet will result in an averaged trajectory. In a
real flow, the instantaneous velocity fluctuation would make the
droplet move around this averaged track. However, the instanta-
neous velocity is not simulated in the current computation because
the turbulence is modeled as time-averaged terms. One way to
simulate the instantaneous turbulence effect on droplets dispersion
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is to “improvise” the random turbulence fluctuation by using the
stochastic tracking scheme [36]. Basically, the droplet trajectories
are calculated by imposing the instantaneous flow velocity (i
+u') rather than the average velocity (iz). The velocity fluctuation
is then given as

u' = ()" = {(2k13)03 (25)

where { is a normally distributed random number. This velocity
will apply during a characteristic lifetime of the eddy (z,), a time
scale calculated from the turbulent kinetic energy and dissipation
rate. After this time period, the instantaneous velocity will be
updated with a new ¢ value until a full trajectory is obtained. Note
when the RSM model is used, the velocity fluctuation is indepen-
dently decided in each direction. When the stochastic tracking is
applied, the basic interaction between droplets and continuous
phase keeps the same, accounted by the source terms in the con-
servation equations. The source terms are not directly but rather
indirectly affected by the stochastic method, so formulation of the
source terms is not affected by implementing the stochastic track-
ing method. For example, the drag force between a water droplet
and the air flow depends on the slip velocity calculated by the
averaged Navier—Stoke equations. When the stochastic tracking
method is used, a random velocity fluctuation is imposed at an
instant of time, and the drag force will be calculated based on this
instantaneous slip velocity. The source term associated with this
instantaneous drag force enters into the momentum equation with-
out any additional formulation. For a steady-state calculation, the
“instant of time” means “each iteration step.”

Boundary Conditions

Continuous Phase. The main flow is assumed to be dry air (zero
humidity). Uniform velocity (10 m/s) and temperature (400 K)
are assigned to the mainstream inlet. Coolant flow is assigned as
saturated air (100% relative humidity). Without the plenum, jet
inlet velocity of the coolant slot is 10 m/s, and the temperature is
300 K. For cases with the plenum, the inlet velocity of coolant
flow at the plenum inlet is 2.87 m/s, which gives an average jet
velocity of 10 m/s. The inlet condition of the turbulence is speci-
fied by providing the turbulence intensity and the turbulence
length scale (half of the hydraulic diameter times 0.07). The tur-
bulence intensity of both mainstream inlet and coolant flow inlet
is 1% for most of the cases, while a turbulence intensity of 10% is
assigned to study its effect on cooling performance.

The flow exit (outlet) of main computational domain is as-
sumed to be at a constant pressure. The backflow (reverse flow), if
any, is set to 400 K. All the walls in the computational domain are
adiabatic and have a nonslip velocity boundary condition.

Note that the above assigned temperature and velocity condi-
tions are referenced in several previous studies of air-film cooling,
for example, Refs. [4,5], although they are not corresponding to
the real conditions in gas turbine applications. For the conve-
nience of comparing the results of this study to other published
work, these values used by the previous published work are
adopted in this study. While the current paper serves as a concep-
tual study on film cooling with mist injection, further research is
to be performed with more realistic parameters for gas turbine
applications.

Disperse Phase. The droplet size is uniformly given as 10 um.
The mass ratio of mist over cooling airflow is 2%, which is about
7.0 107* kg/s for the 2D slot with a unit depth of 1 m. Mist is
injected at 25 locations uniformly distributed along the jet inlet or
the inlet of the air plenum. To examine the effect of the number of
mist injection locations, cases with different injection locations
are considered. The effect of turbulent dispersion on droplet tra-
jectories is calculated by tracking a number of trajectories with the
stochastic method. The trajectory number is chosen to be 50 in
most cases. Several test runs are conducted to check the effect of
this trajectory number. The boundary condition of droplets at
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Fig. 2 Meshes

walls is assigned as “reflect,” which means the droplets elastically
rebound off once reaching the wall. At the outlet, the droplets just
simply flee/escape from the computational domain. A more com-
plex model is needed to determine if the droplets break up, re-
bound, or are trapped by (or wet) the wall when they hit the wall.
However, further analysis shows only a small percentage (ap-
proximately 1-2%) of droplets have the chance to contact the
wall. In a real gas turbine condition with a wall superheated
700—-1000 K above the saturation temperature, the droplets will
definitely reflect elastically if they ever touch the wall.

Numerical Method. The commercial software package FLUENT
(version 6.2.16) from Fluent, Inc. is adopted in this study. The
simulation uses the segregated solver, which employs an implicit
pressure—correction scheme [35]. The SIMPLE algorithm is used
to couple the pressure and velocity. Second order upwind scheme
is selected for spatial discretization of the convective terms and
species. Lagrangian trajectory calculations are employed to model
the dispersed phase of droplets. The impact of droplets on the
continuous phase is considered as source terms to the governing
equations. After obtaining an approximate flow field of the con-
tinuous phase (airflow in this study), droplets are injected and
their trajectories are calculated. At the same time, drag, heat, and
mass transfer between the droplets and the airflow is calculated.
The simulation is conducted as a steady-state problem.

As shown in Fig. 2, structured but nonuniform grids are con-
structed in this study. The grids near the jet wall and the bottom
wall of the main domain are denser than the other area. The grid
number is 400 in the x direction and 120 in the y direction. Dif-
ferent meshes are tested for grid dependence. Furthermore, the
near-wall grid is adapted twice to test its effect on calculated
results for both single-phase and mist film cooling cases.

Iteration proceeds alternatively between the continuous and dis-
crete phases. Ten iterations in the continuous phase are conducted
between two iterations in the discrete phase. Converged results are
obtained after the specified residuals are met. A converged result
renders mass residual of 107, energy residual of 107, and mo-
mentum and turbulence kinetic energy residuals of 107>, These
residuals are the summation of the imbalance for each cell, scaled
by a representative of the flow rate. Typically, 1000-2000 itera-
tions are needed to obtain a converged result, which takes about
1-2 h on a 2.8 GHz Pentium 4 personal computer. The simulation
precision is estimated to be 10%; and the accuracy of the results is
estimated to be 15%.
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Fig. 3 Baseline cooling effectiveness and enhancement

Results and Discussion

Baseline Case. The baseline case is run with the basic mesh
(400X 120) shown in Fig. 2(a). The inlet velocity is 10 m/s for
both the mainstream and jet flow. The temperatures are 400 K and
300 K for the mainstream and jet flow, respectively. Considering
the density difference, the blowing ratio, defined as M
=(pu)./(pu),, is 1.3 in this case, while the ratio of velocity is 1.
Here the subscript “c” represents the coolant flow, and “g” repre-
sents the main flow. The standard k-¢ turbulence model with en-
hanced wall treatment is used with an inlet turbulence intensity of
1%. Mist mass ratio is 2%, and the droplet size is 10 um. The
mist is injected into the jet flow uniformly at 25 locations of the
inlet. Stochastic tracking is used with a trajectory number of 50.
Therefore, the total number of trajectories is 1250 (50 X 25).

The adiabatic cooling effectiveness (7) is used to examine the

performance of mist film cooling. The definition of 7 is
n= (Tg - Taw)/(Tg - Tc) (26)

where T, is the mainstream hot gas inlet temperature, which is a
fixed value for calculating the adiabatic cooling effectiveness of
any location. T, is the temperature of the coolant (jet), which is
assigned as a constant of 300 K in this study. T, is the adiabatic
wall temperature, which is calculated for each location by assign-
ing a zero wall heat flux as the boundary condition to simulate a
perfectly insulated wall. 7 ranges from 0O (no cooling) to 1 (ideal
case). Figure 3 shows the effectiveness along the cooling surface.
Note that the hydraulic diameter of the slot (2b) is used to scale
the distance downstream. It can be seen that film cooling is sig-
nificantly enhanced by mist injection, especially in the down-
stream region, where the evaporation of droplets becomes stron-
ger because of deterioration of air film cooling and the resulted
higher flow temperature. Due to continuous mixing between the
main flow and coolant, film cooling inevitably becomes less ef-
fective downstream. It has been a serious challenge to enhance
cooling downstream of x/2b=15. The injection of water droplets
works very well to meet this challenge. Also shown in Fig. 3 is the
cooling enhancement ratio with and without mist (7;s/ 70)- The
cooling enhancement can be defined as (7pi/ 70— 1). It is seen
that the maximum enhancement can reach 42% further down-
stream (x/2b=30) with an average cooling enhancement of
15.5%.

Effect of Near-Wall Grid. To apply the enhanced wall treat-
ment in resolving the viscosity-affected near-wall region, the near-
wall mesh should be constructed to have y* at the order of 1. It is
also reported that a higher y* is acceptable as long as it is well
inside the viscous sublayer (y*<<4-5). Figure 4 shows the y*
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Fig. 4 y* along the wall with different grid systems

value along the wall in the current study. It can be seen that y*
ranges from 3 to 4.5 for the basic grid. The y* value of film
cooling with mist is almost the same as the case without mist. To
examine the effect of near-wall grid on mist film cooling simula-
tion, the near-wall grid is refined twice—each time the density of
ten grids close to the wall are doubled in both directions: The first
doubling brings the y* value to 1.5-2, and the second doubling
makes the y* value lower than 1 at most of the locations.

The effect of near-wall grids on film cooling is shown in Fig. 5.
All three single-phase film cooling cases show identical values.
This indicates that the first near-wall grid could be placed at y*
=5 and does not affect the results for the air—film cases. As to mist
film cooling, there is a 3-5 percentage points increase of the cool-
ing effectiveness when the finer grids are adopted. A possible
reason is that the source terms contributed by droplet evaporation
become more important to smaller control volumes near the wall.
The low velocity close to the wall keeps the droplets in the vis-
cous layer longer. Evaporative cooling is more effective near the
wall because the droplets are physically present near the wall
when finer near-wall grids are present in the computational do-
main. However, the wall function treatment could represent the
velocity profile adequately but does not include the discrete phase
if no grids are present near the wall.

Due to the low velocity close to the wall, more time steps are
needed to calculate the droplets’ trajectories and the CPU time
increases significantly (3-5 times).
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Fig. 5 Cooling effectiveness with different grid systems
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Fig. 6 Effect of turbulence models on single-phase film cool-
ing performance

Effect of Turbulence Models. To study the effect of turbulence
models on film cooling simulation, different turbulence models,
including the RNG k-¢, k-w, and Reynolds stress model, are em-
ployed. It is noted that the constants in turbulence equations may
not be the most appropriate values for mist film cooling flow.
Usually these constants need to be “tuned” for different flow
physics such as accelerated flow, decelerated flow, separated flow,
low-Reynolds number flow, curved flow, and rotating flow, etc.
Since a better knowledge is needed on what values these turbu-
lence constants should be for a mist film cooling flow, the current
approach is conservative and appropriate by not tuning the values
of these constants. Furthermore, the main purpose of this study is
to investigate the effect of adding mist to the air flow on film
cooling effectiveness, rather than study how turbulence models
should be modified to predict mist film cooling flow more accu-
rately. Therefore, using the same values of these turbulence con-
stants for both the air-only flow and the air/mist flow provides a
controlled condition for a meaningful comparison of the results.

Figure 6 shows the cooling effectiveness from different models.
Basically, the standard k-e, RNG, and RSM models give very
similar results: The cooling effectiveness differs only by 0.02,
which is slightly higher than the test data in Ref. [37]. The pos-
sible reasons that may cause the difference between the experi-
mental data and simulation are (a) edge effect—the slot is not
truly two-dimensional in the test. The data in Ref. [37] represent
averaged values in the spanwise direction. (b) The test surface is
not truly adiabatic in experiments, so the coolant flow could be
preheated by the test section wall and lead to a lower film cooling
effectiveness. (c) The boundary layer approaching the injection
holes is different between simulation and experimental cases. The
boundary layer in the experiment of Ref. [37] was tripped by a
wire, which was not simulated in this study. (d) The inherited
errors contributed from numerical formulating, calculation, and
modeling. However, the k-w and SST give results significantly
deviating from the former group; the difference of cooling effec-
tiveness can be as large as 0.2. Further analysis shows that the
flow structure near the jet exit also varies with the turbulence
model used. It is speculated that the different flow patterns predi-
cated by various turbulence models could shed some light on ex-
plaining the different cooling performance. Figure 7 shows that
the standard k-e model predicts a small recirculation region in-
duced by flow separation downstream the jet, while all the other
models, including both the SST model and RSM model, predict a
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larger flow separation. Since both RNG and RSM predict similar
cooling performance as the standard k- model, the effect of the
different sizes of separation region does not seem to be predomi-
nant on cooling effectiveness in this study. An even smaller vortex
located immediately upstream of the jet exit is predicted. Its effect
on cooling effectiveness could be ignored. The downstream sepa-
ration is expected to exert a negative impact on aerodynamic
efficiency.

The characteristics of the approaching boundary layer predicted
by different turbulence models are documented in Table 1. The
location is at 60 mm downstream of the mainstream inlet and
20 mm upstream of the coolant jet. k-w and SST models result in
a thinner boundary layer thickness, which is consistent with the
higher cooling effectiveness. Note that the boundary layer close to
the coolant jet hole is disturbed by the jet flow, so it is not appro-
priate to document the approaching boundary layer characteristics
too close to the jet hole.

Figure 8 shows the effect of turbulence models on mist film
cooling. Since single-phase experimental results support that k-w
and SST models (without fine tuning of the turbulence constants)
are poorer for the current problem, these two models are not ap-
plied for mist cooling cases. The RNG model gives a similar
result as the standard k-& model does. The cooling effectiveness
from RSM model is consistently lower than the other two turbu-
lence models by 0.05. The explanation can be sought by looking
into the prediction of turbulence characteristics in Figs. 9 and 10.

Figure 9 shows the distribution of the Reynolds stresses in con-
tour plots, and Fig. 10 presents the Reynolds stress values at
y/2b=0.125. As expected, the turbulence is anisotropic near the
jet exit and the adiabatic wall. The Reynolds stress of u'u’ is
larger than v'v’ in most cases, and even far downstream the an-
isotropy index (ratio of u'u" and v'v’) can be as high as 5. Com-
pared to other models, RSM predicts smaller turbulence fluctua-
tions in the y direction, and that makes the droplets move at a
lower speed towards the wall. Therefore, the droplet effect pre-
dicted by the RSM model becomes relatively weaker. The Rey-

Table 1 Characteristics of approaching boundary layers with
different turbulence models, located at 60 mm downstream the
mainstream inlet and 20 mm before the coolant jet hole

k- RNG k-wo SST RSM

Boundary layer thickness, § (mm) 2.8 28 21 21 25

Displacement thickness, 8, (mm) ~ 0.68 0.68 0.72 0.72  0.76
Momentum thickness, &, (mm) 031 031 028 027 031
2.19 219 257 267 245

Shape factor, H,=6,/6,

478 / Vol. 129, APRIL 2007

1.00
0.95
0.90
Eoss
2]
8 0.80
[ =
[}
2075
3
£0.70
0.65
0.60

MNmists k-¢

4

Mmist, RNG

MNmist, RSM

0504 5 10 15 20 25 30

x/2b
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nolds stresses become very small in the field far away from the
wall (not shown in the figure), and the ratio of Reynolds stresses
(u'u’/v'v') is close to 1, which means the flow is close to isotro-
pic in the far field. Rigorous turbulence transport, represented by
the value of u'v’, seems to be present in the region of x/2b<5 as
shown in Fig. 10.
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Fig. 9 Distribution of Reynolds stresses close to the jet exit
predicted by the RSM model
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Fig. 10 Reynolds stresses predicted by the RSM model

Transactions of the ASME



1.00

0.98 -

0.96

0.94
G
P 0.92
2 090 y X
$ \ ist 25 locations
.§ 088 \\ MNmist, -.,"
=
w 0.86 - \

1o

0.84 \

0.82 \

0.80 : SN - -

0 5 10 15 20 25 30
x/2b
Fig. 11 Effect of the number of injection locations

Effect of the Number of Injection Locations. In a real appli-
cation, the droplets are expected to be premixed uniformly in the
coolant before entering the plenum. In simulation, the droplets are
uniformly injected into the flow from a limited number of loca-
tions with a specified flow rate. It is understandable that the simu-
lation results will be more accurate when more injection locations
are applied in simulation. However, more injection locations will
require more computational time. To examine how the injection
number affects the numerical results, Fig. 11 shows the cooling
effectiveness with three different injection numbers while the
overall mist concentration keeps the same. The results show that
the average cooling effectiveness is similar for all three injection
numbers. The smaller injection number at 10 has caused unreal-
istic numerical jiggles. The highest injection number at 100 loca-
tions gives the smoothest cooling effectiveness distribution. To
save computational time, the injection number is selected to be 25
for all cases because the overall results are sufficiently compa-
rable within one percentage point to that predicted by employing
100 injection locations.

Effect of the Number of Stochastic Tracking. To take into
account the effect of turbulence on the dispersion of droplets by
using stochastic tracking scheme, trajectories are calculated and
traced multiple times for each droplet injection and the averaged
effect is applied to the main flow. It is desirable to know how
many times the trajectories should be tracked and how important
the turbulence dispersion is on mist film cooling. Figure 12 shows
the results with different tracking numbers. Without random track-
ing, the effectiveness of mist film cooling is about ten percentage
points lower because all the droplets follow the streamline closely
and theoretically never have a chance to move closer or touch the
wall. The instantaneous, unsteady droplet dynamics induced by
instantaneous turbulence fluctuations is not included in the Rey-
nolds average equation. Random tracking scheme creates a dis-
tributed random number to simulate the instantaneous random tur-
bulence fluctuations and applies the random fluctuations to
droplets only (see Eq. (25)). The turbulence calculation is not
affected. Although the droplets’ trajectory is not the same as the
streamline, they are very close when the droplet size is small. By
considering the turbulence dispersion, the droplets deviate from
the streamline and some of them move towards the surface, lead-
ing to a significantly increased effectiveness downstream of
x/2b=5. The random effect of the turbulence on the droplets can
be reasonably predicted only if a sufficient number of trajectories
are calculated. Fewer trajectories will show a nonsmooth distribu-
tion of the effectiveness, which does not correctly reflect the ac-
tual effect from numerous droplets. In this study, the trajectory
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number for the baseline case is chosen to be 50 at each injection
location. The total trajectory number is 50X 25=1250, which
gives a reasonable smooth curve.

It should be noted that the iteration convergence becomes dif-
ficult after introducing the stochastic tracking, especially with a
small number of trajectories. As seen in Fig. 13, after activating
the mist injection, the residuals drop first, followed by fluctuation
at a certain level. The fluctuation does not exist in the case of mist
film cooling without stochastic tracking. This is because with sto-
chastic tracking, the trajectories change each time the discrete
phase information is updated and the source terms contributed by
the droplets change accordingly, even though the flow field of
continuous phase keeps the same. Therefore, the residuals in-
crease each time the droplets are retracked. Tracking more trajec-
tories from a large number of injections reduces the level of re-
siduals fluctuations.

Effect of Inlet Turbulence Intensity. Four cases have been
considered: 1% for both main flow and jet flow; 1% for main flow,
and 10% for jet flow; 10% for main flow and 1% for jet flow; and
10% for both main and jet flow. Figure 14 presents the results of
two cases to show the effect of inlet turbulence intensity; the other
two cases are bound by the two cases shown in Fig. 14. Higher
turbulence intensity reduces the cooling effectiveness due to a
higher mixing rate between the main flow and coolant. The maxi-
mum reduction of cooling effectiveness is about 0.05 under the
conditions of this study. It is found that the coolant inlet turbu-
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lence intensity mainly affects the cooling performance close to the
jet exit and the main flow inlet turbulence intensity affects the
result far downstream. As to the mist film cooling, the higher inlet
turbulence intensity enhances the mixing of the coolant and main
flow, but at the same time it can augment the droplet turbulence
dispersion towards the wall. The combined effect produces a little
bit lower cooling effectiveness (0.01-0.02) in this study, which is
also shown in Fig. 14.

Mayhew et al. [9] reported that higher jet inlet turbulence in-
tensity produces a lower cooling effectiveness when the blowing
ratio is low (0.5). However, at high blowing ratio (1.5), higher jet
inlet turbulence intensity helps bring the coolant toward the wall
and improves the cooling performance. The cases in Ref [9] are
for three-dimensional holes, and the 3D effect can contribute to
this difference.

Effect of Inlet Plenum. Several numerical studies, for ex-
ample, Refs. [5,9], included a plenum with different flow arrange-
ments to account for the effect of flow entering the jet hole on film
cooling. They reported that the plenum geometry could largely
affect film cooling flow pattern and cooling performance. The
effect of plenum is also examined for mist film cooling in this
study. The plenum has a size of 7.0b X 3.5b, and its inlet velocity
is parallel to the main flow.

As shown in Fig. 15, under the parameters of the current study,
the plenum does play an important role for both the single-phase
and mist film cooling. With the plenum considered, the effective-
ness decreases by 0.03-0.04 for single-phase and 0.07-0.1 for
mist film cooling, respectively. Figure 16 gives the details of flow
fields close to the injection slot. It can be seen that the flow sepa-
rates inside the coolant supply passage. The turbulence intensity
of the coolant flow increases significantly due to flow separation
inside the film slot. The high turbulence results in reduced cooling
effectiveness due to a rapid mixing between the coolant and main
flow. As seen in Fig. 16, the droplet trajectories significantly de-
viate from the case without the plenum. When the turbulent dis-
persion is not considered by applying stochastic tracking, all the
droplets tend to merge into a finite string after leaving the plenum,
which is the typical “roping” phenomenon. The turbulent fluctua-
tion can cause the droplets “string” to loosen. However, compared
to the case without plenum, the average trajectory of the droplets
moves away from the cooling wall, which degrades the cooling
performance. The effect of plenum on mist film cooling perfor-
mance is more than on single-phase film cooling performance.
More studies are needed to determine optimizing plenum geom-
etries for mist film cooling applications.

Effect of Gravity. Film cooling orientation can be in any di-
rection. In this study, the effect of gravity is examined by setting
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the gravity normal to the cooling surface. As expected, if the
gravity makes the droplets move towards the wall, the cooling
enhancement will be 2-5% higher (no figure is shown here). This
effect is also related to the droplet size and jet velocity. In a real
application at high pressure and velocity conditions, the effect of
gravity could be neglected.

Effect of Saffman Lift, Thermophoretic, and Brownian
Forces. Recognizing that the motion of droplets in film cooling is
subject to additional forces such as thermophoretic force, Saffman
lift, and Brownian force, cases are run to investigate the impor-
tance of these forces with one force exclusively activated each
time. Saffman force [30] concerns a sphere moving in a shear
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Fig. 16 Velocity vector and droplet trajectories near the jet
slot with inlet plenum for mist film cooling
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field. It is perpendicular to the direction of flow, originating from
the inertia effects in the viscous flow around the particle. It can be
given as

Fosr=1.615p1"(u, — u,)(duldn)®? (27)

where du/dn is the gradient of the tangential velocity. It is valid
only when Re,<1.

The thermophoretic force is arisen from asymmetrical interac-
tions between a particle and the surrounding fluid molecules due
to a temperature gradient. This force tends to repel particles or
droplets from a high temperature region to a low-temperature re-
gion. The following equation can be used to model this force

L

mpT&n

F,=—K

n (28)
where K is a thermophoretic coefficient, and more details can be
found in Talbot et al. [31]

Brownian force involves random motion of a small particle
suspended in a fluid, which resulted from the instantaneous impact
of fluid molecules. It can be modeled as a Gaussian white noise
process with spectral intensity given by Ref. [32].

Results indicate that the effect of Saffman lift and Brownian
force is imperceptible. The thermophoretic force, which tends to
move the droplets toward the cold wall, increases the cooling
effectiveness by 0.01 on average. Since all the curves collapse
into the baseline case, no figure is given here.

Concerns and Future Research

The main objective of this study is to explore the concept of
mist film cooling and disparity induced by applying various mod-
els and schemes on mist film cooling simulation. Although nu-
merical simulation shows promising results by employing mist
film cooling, experimental studies are needed to verify these simu-
lated results. For example, the interaction of droplet with heated
wall could be more complicated than the simple reflection applied
in this study. The importance of droplet collision and coalescence
could be evaluated in future studies. There is a concern on the
potential erosion and corrosion introduced by the water droplets
on the gas turbine airfoils. This concern needs to be investigated
before implementing the mist film cooling scheme.

Conclusions

By injecting a small amount of droplets (mist) into the cooling
air, the performance of film cooling could be improved signifi-
cantly. This paper conducts numerical simulation to explore this
new concept, focusing on the effect of turbulence models and
numerical modeling schemes of the dispersed phase. The effects
of inlet turbulence intensity as well as the grid density on numeri-
cal results are also studied. The conclusions are as follows:

1 Injecting 2% mist by mass into the coolant can increase the
cooling effectiveness downstream ~45%;

2 Near-wall grids within a y* of 5 show little effect on the
single-phase film cooling result. Refined grids close to the
wall are needed to provide more accurate predictions for mist
film cooling;

3 Results given by the RNG k-& model, RSM, and the standard
k-& model with enhanced wall treatment are consistent. Both
the k- and SST models show much higher cooling effec-
tiveness. Simulation with RSM model indicates that the
lower normal Reynolds stress (v'v’) in the y direction results
in a lower cooling effectiveness than other turbulence mod-
els;

4 The turbulence dispersion shows a significant effect on mist
film cooling by using the stochastic tracking scheme. Ap-
proximately ten percentage points cooling effectiveness en-
hancement result in addition to the enhancement from the
mist film cooling without considering turbulence dispersion.
Random tracking makes the calculation convergence diffi-
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cult. Adequate cooling effectiveness distribution can be ob-
tained with calculation of 50 or more trajectories at each
injection location;

5 25 injection locations of droplets are enough to catch the
effect of the mist on film cooling in this study. Numerical
jiggles on the cooling effectiveness curve appear when fewer
injection locations are employed;

6 Increasing the inlet turbulence intensity from 1% to 10%
gives a five percentage point decrease of cooling effective-
ness in this study. The effect of inlet turbulence intensity on
single-phase and mist film cooling is similar;

7 The plenum changes the coolant velocity profile and turbu-
lence intensity at the injection slot exit. The cooling perfor-
mance is adversely affected when the plenum is included in
this study due to a flow separation in the coolant slot and
roping phenomenon of droplets; and

8 The cooling effectiveness increases by one percentage point
on average when the thermophoretic force is included, which
tends to move the droplets toward the wall. The effect of
Brownian force and Saffman lift is imperceptible.
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Nomenclature
b = slot width (m)
C = concentration (kg/m?)
¢, = specific heat (J/kg K)
D = mass diffusion coefficient (m2/s)
d = droplet diameter (m)
F = force (N)
k = turbulent kinetic energy (m?/s?)
k. = mass transfer coefficient (m/s)
h = convective heat transfer coefficient (W/m? K)
hy, = latent heat (J/kg)
M = blowing ratio, (pu)./(pu),
m = mass (kg)
Nu = Nusselt number, hd/\
P = pressure (N/m?)
Pr = Prandtl number, v/«
Re = Reynolds number, ud/v
Sc = Schmidt number (v/D)
Sh = Sherwood number (k.d/D)
T = temperature (K, °F)
t = time (s)
u = streamwise velocity component (m/s)
u',T',C" = turbulence fluctuation terms
v = spanwise velocity component (m/s)
x,y = coordinates
Greek
a = thermal diffusivity (m?/s)
& = turbulent dissipation rate (m?/s%)
n = film cooling effectiveness, (Ty-Tyy)/ (Ty-T,)
N = heat conductivity (W/m K)
u = dynamic viscosity (kg/m s)
v = kinematic viscosity (m?/s)
p = density (kg/m?)
7 = stress tensor (kg/ ms?)
Subscripts
aw = adiabatic wall
¢ = coolant or jet flow
g = hot gas/air
p = particle or droplet
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= turbulent
0 = air film cooling without mist
o = far away from droplets
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Heterostructures Using an
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An atomistic Green’s function method is developed to simulate phonon transport across a
strained germanium (or silicon) thin film between two semi-infinite silicon (or germa-

nium) contacts. A plane-wave formulation is employed to handle the translational sym-
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metry in directions parallel to the interfaces. The phonon transmission function and
thermal conductance across the thin film are evaluated for various atomic configurations.
The contributions from lattice straining and material heterogeneity are evaluated sepa-
rately, and their relative magnitudes are characterized. The dependence of thermal con-
ductance on film thickness is also calculated, verifying that the thermal conductance

reaches an asymptotic value for very thick films. The thermal boundary resistance of a
single Si/Ge interface is computed and agrees well with analytical model predictions.
Multiple-interface effects on thermal resistance are investigated, and the results indicate
that the first few interfaces have the most significant effect on the overall thermal
resistance. [DOI: 10.1115/1.2709656]

Introduction

The characteristic feature sizes of modern electronic devices are
rapidly approaching nanometer scales, and nanoengineered mate-
rials such as superlattices and quantum wires have been shown to
possess excellent thermoelectric properties [1]. Heat transport in
these systems, particularly across embedded interfaces, is critical
to their performance and can exhibit significant differences as
compared to conventional Fourier heat conduction. In this paper,
an atomistic Green’s function method is developed to study cross-
plane heat conductance through a strained thin film between two
semi-infinite contacts and the thermal boundary resistance be-
tween two dissimilar diamond-structure crystals.

The atomistic Green’s function method is an effective tool to
simulate ballistic transport in nanoscale devices and has been
widely used in the simulation of electron transport [2]. The pri-
mary advantage of this approach is its efficiency in handling in-
terfacial and boundary scattering, two important mechanisms in
nanoscale devices. The dominant phonon mean free path (MFP) in
silicon at room temperature is approximately 300 nm [3]. When
the device characteristic length is much smaller than the MFP,
ballistic transport dominates, and the major resistance to heat flow
is imposed by interfaces and boundaries.

Several theoretical models exist to estimate thermal boundary
resistance (TBR). The acoustic mismatch model (AMM) by [4]
accounts for long-wavelength phonons and relates the transmis-
sion coefficient to acoustic impedances of the two adjacent mate-
rials; therefore it is strictly valid only at low temperatures. The
diffuse mismatch model (DMM) by [5] assumes complete diffuse
scattering of phonons at interfaces and ascribes the thermal inter-
face resistance to mismatches of phonon density of states. In order
to estimate thermal boundary resistance with the DMM, the pho-
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non density of states must be supplied, either from a priori calcu-
lations or experiments. Neither the AMM nor DMM includes the
details of interfacial microstructure, i.e., in both models, thermal
boundary resistance is determined solely by the two joining ma-
terials without regard to how they are joined. This approximation
limits the application of these two models [6].

Several numerical tools have been employed to simulate sub-
continuum heat conduction. One of them is based on the phonon
Boltzmann transport equation (BTE), which describes phonon
transport by a statistical distribution function. The BTE can be
solved by making an analogy to the equation of radiative transport
(ERT) [7], using finite volume methods [8] or with Monte Carlo
methods [9], with various assumptions and simplifications.
Yazdani and Asheghi [10] used the acoustic mismatch model to
predict interface resistance between strained Si/SiGe and solved
the BTE for phonons with a single mode relaxation time assump-
tion in a strained silicon transistor. Prasher and Phelan [7] devel-
oped a scattering-mediated AMM with the BTE to investigate
bulk scattering effects on thermal boundary resistance. In both
studies, the phonon density of states and group velocity were sup-
plied as assumed quantities, and different polarization branches
needed to be considered separately. Further, the nature of phonon
interfacial transport was simplified through AMM, DMM, or other
models.

Another relevant computational tool is molecular dynamics
(MD), which is computationally expensive and treats atomic vi-
brational modes classically. Thus, strictly speaking, it is not appli-
cable at temperatures much lower than the Debye temperature.
Picu et al. [11] employed equilibrium molecular dynamics to
study strain and size effects in solid Ar nanostructures and con-
cluded that lattice thermal conductivity in strained nanostructures
under plane stress is controlled by boundary scattering. Abramson
et al. [12] used nonequilibrium molecular dynamics to study in-
terface and strain effects in Kr and Ar heterostructures and ob-
served that an imposed tensile strain resulted in a significant de-
crease in thermal conductivity. Schelling et al. [13] used MD to
simulate phonon wave-packet dynamics through perfectly coher-
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ent interfaces between two materials with different masses and
obtained energy transmission coefficients that were similar to
those of Young and Maris [14].

The atomistic Green’s function method is based on a quantum
mechanical description of the phonon energy distribution, rather
than the classical description employed in MD. Therefore, the
atomistic Green’s function method has significant advantages over
MD at low temperatures. As long as the harmonic assumption is
satisfied, the atomistic Green’s function (AGF) method retains
these advantages over MD. Practical examples include nanostruc-
tures with characteristic lengths that are much smaller than pho-
non mean free paths (typically 100—300 nm at room temperature)
and transport across interfaces. Computationally, the calculation
of interfacial phonon transmission using Green’s functions is
much faster than that by MD. Many numerical challenges such as
finite-size effects in MD are also mitigated.

Unlike the BTE with a boundary scattering model or a continu-
ous acoustic wave model [15], atomistic numerical methods (in-
cluding MD, lattice dynamics, and the atomistic Green’s function
method) provide sound solutions without excessively complicated
appreciation of phonon transport fundamentals [16]. To date,
atom-based simulations of phonon interfacial transport have not
been widely investigated and documented. Young and Maris [14]
investigated phonon transmission between two identical semi-
infinite (face centered cubic) (FCC) lattices with different masses
and spring constants using lattice dynamics, and the spectral de-
pendence of the phonon transmission coefficient was calculated.
Their method was later extended by Pettersson and Mahan [17] to
handle dissimilar lattices. However, this method requires two lat-
tices fully connected at the interface, whereas the atomistic
Green'’s function method can be used in cases where the two ma-
terials are connected by a nonperiodic junction, such as a point
contact or a nanowire. Sui Herman [18] used a modified Keating/
valence-force-field model to study the effect of strain on phonon
dispersion and elastic constants of Group IV semiconductors, but
thermal transport calculations were not reported.

The atomistic Green’s function method, as shown in this paper,
provides an accurate and versatile approach to perform nanoscale
heat transport simulations. The atomistic Green’s function method
is based on a dynamical equation and the quantum mechanical
phonon energy distribution. The method incorporates the phonon
density of states into transmission function calculations. Therefore
no a priori knowledge of phonon density of states is required. The
inputs are equilibrium locations of atoms and interatomic poten-
tials, and experimentally fitted phonon dispersion curves are not
needed. Under harmonic transport, the transmission function and
thermal conductance given by the atomistic Green’s function
method are exact. The wave nature of phonon transport is also
captured, and a method to introduce the effect of anharmonicity
has recently been developed [19]. The atomistic Green’s function
method also holds the promise to provide boundary conditions for
mesoscale simulation tools, such as BTE solvers.

Strained silicon technology provides a means to increase carrier
mobility in the channel region of a metal-oxide—semiconductor
field effect transistor (MOSFET) by altering electron energy
bands to reduce effective mass and intervalley scattering rates.
MOSFETs based on this technology exhibit 10-25% improve-
ments in device performance metrics as compared to conventional
unstrained silicon transistors [20]. Pop et al. [21] used a Monte
Carlo method to simulate electron—phonon interactions in order to
determine the phonon generation rate and associated Joule heating
effects in bulk and strained silicon. They found that generated
phonon distributions are different in bulk and strained silicon at
low fields. Phonon transport simulations with the atomistic
Green’s function method in this emerging technology can provide
not only insights into heat transport through the strained silicon
layer, but also a potentially common framework to simulate
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Fig. 1 Schematic diagram of a five-unit-cell thin film between
two semi-infinite contacts. The definitions of different groups
of atoms are shown. In this case, Region D includes three unit-
cell layers.

electron—phonon scattering and related local heat generation
and dissipation processes when combined with electron transport
solvers.

The theoretical framework of the atomistic Green’s function
method in phonon transport simulations has been described pre-
viously and implemented for a nanowire system in Refs. [22,23].
The theory is extended in this paper to handle a thin-film system.
The transmission function and thermal conductance (resistance)
for strained thin films are evaluated, and their dependencies on
thickness, temperature, and other factors are discussed. A special
case is also considered in which the thermal boundary resistance
between two dissimilar materials is predicted. The general AGF
method presented in this paper can be readily extended to more
complicated nanostructures (such as nanowires or nanocrystals
with defects) between two bulk contacts.

Problem Definition

Actual atomic configurations at heterogeneous interfaces are
very complicated and vary significantly with deposition condi-
tions [24]. To define atomic locations in a reasonably simple way,
an idealized geometry has been chosen and is shown in Fig. 1.
The atomic lattice is based on an undistorted diamond lattice and
is later modified using Poisson’s ratio to reflect changes due to
strain.

In Fig. 1, each square represents a unit cell in a crystal lattice.
“Contact1” (including atom Groups LCB and LC) and “Contact2”
(including atom Groups RCB and RC) are two semi-infinite ther-
mal reservoirs at constant temperatures 7 and T,, respectively.
Atom Group LC includes atoms in “Contact]” that bond with the
thin-film atoms. Atoms in Group LCB do not have any bonds with
the thin-film atoms. Therefore, the dynamical properties of these
two regions (LCB and LC) are different. Similar definitions apply
to atom groups RC and RCB. A thin film (including atom groups
LD, D, and RD) of infinite extent in the x and y directions is
placed between the two contacts. Atom Groups LD and RD in-
clude thin-film atoms that bond with “Contact]l” and “Contact2”
atoms, respectively. Atoms in Group D have no bond with either
contact. In the cases discussed later, the contact and thin-film ma-
terial can be either germanium or silicon, and their (100) direc-
tions are oriented along the z axis.

The size mismatch between silicon and germanium lattices cre-
ates either tensile or compressive strains on the thin film. The
semi-infinite contacts are assumed to remain unstrained due to
their bulk volumes. In this paper, we assume that the lattice mis-
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Table1 Computational parameters used in the construction of
Si and Ge harmonic matrices. The first number in C, is the
unstrained value and the second number is the strained value.

Silicon Germanium
Atomic mass m (kg) 4.664 X 1072 1.206 X 1072
Lattice constant (A) 5.43 5.65
C, in Harrison’s potential (eV) 49.1/44.8 47.2/51.2
C; in Harrison’s potential (eV) 1.07 0.845
Poisson’s ratio 0.28 0.26

match creates a pure-strained thin film without inducing disloca-
tions. Such lattices typically occur in extremely thin films, while
thicker films usually include buffer zones and relaxed lattices
[25]. In the Ge/Si/Ge case (Ge contacts, Si thin film), germanium
contacts stretch the silicon thin film by 4% in the in-plane direc-
tion (xy plane), creating biaxial strains of 0.04 in both x and y
directions. The silicon thin-film lattice tends to maintain its vol-
ume, and consequently, it contracts in the z direction. We assume
that the z strain can be calculated using the bulk Poisson’s ratio
(0.28 for silicon (100) and 0.26 for germanium (100) [26]). Thus,
the z distance between any two atoms is reduced by a factor of
approximately 0.01 (biaxial strain multiplied by Poisson’s ratio).
Similar lattice adjustments have been applied to the Si/Ge/Si
case.

Theory

Harmonic Matrix and Interatomic Potential. The atomistic
Green’s function method starts by building harmonic matrices.
Prior work [22] has shown that anharmonic scattering in Si at
room temperature can be neglected if the device’s characteristic
length is less than 20 nm, and even at the 45 nm semiconductor
technology node, many film structures possess cross-plane thick-
nesses less than 20 nm. In such cases, a harmonic potential can be
used to build the harmonic matrix H, which represents interac-
tions among different degrees of freedom (d.o.f). The mathemati-
cal definition of the harmonic matrix is [22]

FU e
- , if i #j
1 u;du;
H={H}}= — U (1)
VMM . ifi=j
rj 81/[1'(9Mj

where u; and u; refer to any two atomic displacement degrees of
freedom respectively; and U represents the total bonding energy.
M; and M; are atomic masses associated with degrees of freedom
u; and uj, respectlvely The dynamical equation of the entire lattice
can be wrltten as

(@’ I-H)iT=0 (2)
where i is a column vector of degrees of freedom. We use Harri-
son’s interatomic potintial [27] to evaluate the harmonic matrix H

(di- d, !

AU; “Co 5C1(A9,-)2 3)

2

ie

where d; represents the bond length; and d; , represents the equi-
librium bond length. A#; is the change to the equilibrium tetrahe-
dral angle 6; (1.9106 rad). Although this simple potential model
has only two independent parameters, C, and C; (see potential
parameters in Table 1), it includes bond-stretching/bending poten-
tials and reproduces bulk phonon dispersion curves reasonably
well [27]. This potential model was used to predict the thermal
conductivity of silicon nanowires, and the numerical results agree
well with experimental data [28]. Because of the harmonic as-
sumption, potential variations in the vicinity of the equilibrium
atomic positions are the only information needed to evaluate har-
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Fig.2 The 2D direct lattice (left) and reciprocal lattice (right) in
a fcc structure. A 10X 10 mesh is placed on the first Brillouin
zone in the right subfigure.

monic matrices. Near the equilibrium locations, more complicated
inter-atomic potentials can be simplified parabolically to a form
that is consistent with Harrison’s potential. However, we also note
that the bond-stretching and bond-bending parts of the potential
are actually correlated, and other advanced potentials have been
developed to address this problem [29].

Plane-Wave Formulation in Thin Films. The system of inter-
est in this work is infinitely large in the x and y directions and
contains infinite degrees of freedom. Therefore the harmonic ma-
trix defined in Eq. (1) is infinitely large. For these directions we
use the wave vector representation, in terms of kj, to build har-

monic matrices (ﬁ) with the assumption of ideal translational in-
variance in x and y directions. The thin film and contacts are
divided into unit-cell layers along the z axis. One unit cell in each
layer is sufficient to represent the whole layer. A 6 X 6 harmonic

matrix flp is defined to represent the intralayer interaction in layer

p, while another 6 X 6 harmonic matrix Tp,q is defined to represent

the interlayer interaction between layer p and the layer to its right

(9)

4
H, (k)= > H, e "R (4)
n=0
4 -
T, (k)= >, H,,e "R (5)

where ¢ is an arbitrary unit cell on layer p. The index n loops
through the neighboring unit cells of unit cell ¢ that are in the
same layer (p), including itself (n ranges from 0 to 4 for a (100)
diamond lattice), and the index m loops through the neighboring
cells in the next layer ¢ (m ranges from 1 to 4 for a (100) diamond
lattice). H,,, (or H,,,) is the regular harmonic matrix that links

unit cells # and n (or m). With these two types of matrices (fl,, and

TM), the complete harmonic matrix for any system can be as-
sembled. For example, the matrix to represent an /-layer thin film
is

ﬁl ’quz 0 0

o T 0 T 0

Hyk)=| "> "2 2 (6)
o - 0 Tll—l H,

where T (conjugate transpose). k” in Egs. (4)—(6) is an
arbltrary two cﬁmenswnal (2D) lattice wave vector. Each
wavevector (k‘|=kx51+k},l;2) represents phonons traveling in one
distinct x-y direction. The 2D lattice perpendicular to the (100)
direction i s a square lattice, and its first Brillouin zone is a square
(k, e[—\277/a \277/54) k,e[- \27T/a \27T/a)) as shown in Fig.
2. Because of translatlonal invariance in the x and y directions, the
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transmission function for each 12” can be solved independently,
and the total heat flux can be expressed as an integral of the
independent heat fluxes for each k;. We emphasize that this sim-
plification would not be valid if the x and y translational symme-
tries were broken, such as in the case of a point contact. The total
heat flux calculation must account for phonons traveling in all
directions. Thus, it is expressed as an integral over l?H as shown in
the next section.

Green’s Function Matrices. The response of a dynamic sys-
tem (defined by Eq. (2)) to an infinitesimal perturbation can be
described by a Green’s function. In the present work, the Green’s
functions g; cg and grcp represent the responses of the two semi-
infinite contacts, respectively

g clw.k) = };if(ll[(wz + o)l - ﬁLCB(RH)]_l (7)

grep(w.k) = }sif(l)[(wz + 6i)I - Hycp(k)) ™! (8)

where H cg and Hpcp are the dynamical matrices of the left and
right contacts. g; cg and ggrcp are determined by decimation tech-
niques [30,31], and their imaginary parts are directly associated
with phonon density of states [32]. In Egs. (7) and (8), Jis a small
number corresponding to phonon energy dissipation in contacts
whose role is elaborated in Ref. [33]. The choice of § affects the
energy resolution of the uncoupled Green’s function and subse-
quent calculations. A smaller § value gives better energy resolu-
tion but requires longer computational times. A method to choose
an appropriate value of the perturbation & is documented in Ref.
[22].

Referring again to Fig. 1, atoms in LC (or RC) are different
than other atoms in “Contactl” (or “Contact2”) because they are
bonded to atoms in the thin film. Therefore, g (grc) must be
defined separately and differs from g; g (grcg) in a general het-
erogeneous system. Green’s function matrices g and ggc are
defined as

g (k) =[o’T-H (k) - TLC,LCBgLCBTLCB,LC]_l )

gre(w,k) =[0I - Hyc(k) - TrerepgresTreprel” (10)

where H; - and Hgc are intralayer matrices (see Eq. (4)) for re-
gions LC and RC, respectively.
The Green’s function of the device is defined as

Gipip Gipp Giprp
G(w,f(u) =[w1-Hg-32,-3:"'=| Gpip Gpp
Grpoip Grop Grogrp

(11)

where Hy; is the harmonic matrix of the thin film (see Eq. (6)). 3,
and X are self-energy matrices that physically represent changes
to the thin film’s dynamical behavior caused by contacts

GD,RD

T 0 0

S (wk)=[0 0 0 (12)
10 0 0]
00 0]

ER(w,E”)E 00 0 (13)
10 0 7z |

71, and 7 are defined as
TL(w’EH) = TLD,LCgLCTLC,LD (14)
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(15)

where TLD,LC, TLC!LD, TRD,RC, and TRC,RD are matrices that link
contact and thin-film atom groups (see Eq. (5)). Matrices I'; and
I'y, later used in the expression of the transmission function, are
defined as

TR(vaH) = TRD,RCgRCTRC,RD

FL(w,l;”) =i(r - TD (16)

FR(w,l;“) =i(mg— T;;)

and i is the unitary imaginary number.

(17)

Transmission and Heat Flux. Our ultimate goal is to calculate
the heat flum and thermal conductance across thin films. The
propagation of phonons between two contacts is determined by

the transmission function = (w,lZ”) [34]

E(w,ky) = Trace[T',G1 p xpl'#G{ p rpl (18)
Giprp in Eq. (18) is the top right block matrix in the device
Green’s function matrix (see Eq. (11)). The total heat flux is de-
fined as an integral over frequency and 12”

N Ao, - . dk
J=f f —wAN(w)E(w,k”)—Hdw
0o Ji 2m

(2m)? (19)

The integral over k; in Eq. (19) can be converted to a summation

over a finite number of l?n upon discretizing the first Brillouin
zone (see Fig. 2) with an N X N uniform mesh

1 (T he | 1 -

K

(20)

where s is the cross-sectional area of one unit cell. If the tempera-
ture difference between the two bulk contacts is sufficiently small,
the phonon occupation difference AN(w) in Eq. (19) becomes
_ ho ehw/kBT
AN(w) = kBTz (eha;/kBT _ I)ZAT

Otherwise, actual occupation numbers can be used to calculate the

(21)

phonon occupation difference (AN=N oy et = Neontacrz). The ther-
mal conductance across a thin film is then defined as the ratio of
heat flux to temperature difference

_L( W)
J_AT m?K

Thermal resistance (R) is the inverse of conductance and has units
of [m? K/W].

(22)

Results and Discussion

The atomistic Green’s function method described above has
been used to simulate ballistic phonon transport in a thin-film
system. Several numerical benchmarks, such as the known para-
bolic frequency dependence of a pure material’s transmission
function at low frequencies [28], were conducted before the fol-
lowing numerical investigations. The thermal conductance of a
pure material has also been verified to exhibit a 73 dependence at
low temperatures. Upon testing for grid independence, a
Brillouin-zone mesh of 100X 100 was needed to achieve thermal
conductances that converged to within 1%. The computational
time varies from several minutes to several hours on a common
workstation in the following cases.

The Effects of Heterogeneous Materials and Strains. In the
Si/Ge/Si and Ge/Si/Ge heterogeneous thin-film cases, thermal
resistance occurs due to two factors. One factor is the
heterogeneous-material effect, which causes mismatches of pho-
non density of states and group velocity. Another factor is lattice
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Fig. 3 Comparisons of full-spectrum transmission functions

strain, which displaces atoms and alters bond strength. Several
computational examples are constructed here to demonstrate the
relative significance of these two effects.

Transmission functions of these different atomic configurations
are compared in Figs. 3 and 4. A strained heterogeneous case in
which a stretched silicon thin film is placed between two germa-
nium contacts (represented by “Strained Ge/Si/Ge”) and another
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Fig. 4 Comparison of the straining effect with the

heterogeneous-material effect on phonon transmission func-
tions across a one-unit-cell thin film at low frequencies

Journal of Heat Transfer

strained heterogeneous case in which a compressed germanium
thin film is placed between two silicon contacts (represented by
“Strained Si/Ge/Si”) are included. Strains displace atoms away
from their equilibrium positions. Therefore, both the geometric
configuration of atoms (bond length and bond angles) and the
force constants between atoms need to be modified. Based on
Griineisen’s rule, we estimate that the change in the primary force
constant (Cy in Table 1) is four times that of the bond length.

The “No-strain Ge/Si/Ge” and “Strain-only Ge/Ge/Ge” cases
shown in Figs. 3 and 4 are not physical but are included as infor-
mative thought experiments. The “No-strain Ge/Si/Ge” case is
derived from the pure germanium case, in which germanium at-
oms in the thin-film region are replaced by silicon atoms while the
lattice in the thin-film region remains a germanium lattice. In this
case, only the heterogeneous effect exists because strain has been
artificially removed. The “Strain-only Ge/Ge/Ge” case is derived
from the “Strained Ge/Si/Ge” case such that silicon atoms in the
thin-film region are replaced with germanium atoms, but the thin-
film lattice remains stretched as in the “Strained Ge/Si/Ge” case.
In this case, only lattice-straining effects exist because all atoms
are germanium. In all cases discussed in this subsection, the film
thickness equals the thickness of one unit cell in the (100)
direction.

In pure materials, the phonon transmission function at one fre-
quency depends only on the number of available phonon modes at
that frequency. Pure germanium is known to have a higher density
of states at low frequency than pure silicon [35]. Therefore, its
transmission is higher than that of pure silicon at low frequencies.
This trend is confirmed by predictions from the atomistic Green’s
function method, as shown by the pure Si and pure Ge results in
Fig. 3(a). Pure silicon also has a more extensive spectrum than
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Table 2 Zero-frequency group velocities of longitudinal
acoustic (LA) phonons and transverse acoustic (TA) phonons
calculated by Harrison’s potential (the first number), compared
with the zero-frequency group velocities estimated from elastic
constants by Holland® (the second number). Harrison’s poten-
tial is known to underestimate the zero-frequency group veloci-
ties. Densities of Si and Ge are shown as well. These values
obtained from Harrison’s potential are used in the acoustic
mismatch model to predict the thermal boundary resistance
across a Si/Ge interface.

Silicon Germanium
LA group velocity (m/s) 6877/8480 4114/4920
TA group velocity (m/s) 3535/5860 1978/3550
Density (kg/m?) 2330 5323

“See Ref. [42].

pure germanium. The maximum phonon frequency is approxi-
mately 98X 10'?>rad/s in silicon and approximately 58
X 10'? rad/s in germanium.

The results of these calculations indicate that the straining ef-
fect is small in the ballistic transport regime in comparison to the
heterogeneous-material effect. As shown in Fig. 3(b), no signifi-
cant difference exists between the pure Ge and the strain-only
Ge/Ge/Ge cases. If we compare the strained Ge/Si/Ge case to
the no-strain Ge/Si/Ge case, the difference is also negligible.
However, the difference between the pure Ge case and the no-
strain Ge/Si/Ge case is large, as is the difference between the
strained Ge/Si/Ge case and the strain-only Ge/Ge/Ge case (see
Fig. 3(b)). The Si-Ge lattice mismatch is only 4%. The difference
between silicon and germanium atomic masses is more than 50%,
and the difference between their group velocities is approximately
40% (see Tables 1 and 2). This large difference in group velocities
causes heterogeneous effects to be more prominent.

The transmission functions at low frequencies converge to two
curves, corresponding to pure Si and pure Ge (see Fig. 4). We note
that for the ultralow frequencies considered in Fig. 4 (for which
the transmission function goes to zero), a much finer Brillouin
zone mesh (3000 X 3000) was employed to produce the parabolic
frequency dependence. The straining and heterogeneous-material
effects both vanish because the lattice vibrates very slowly at low
frequencies, and the whole solid resembles a rigid body, with
neighboring atoms vibrating nearly in phase. Therefore,
heterogeneous-material and straining effects are minor at low fre-
quencies. This phenomenon also causes the low-temperature con-
ductances to collapse to those of two pure materials, because low-
frequency phonons dominate thermal transport at low
temperatures. However, at room temperature, the heterogeneous
interface effect is significant. The conductance of Ge/Si/Ge is
approximately half that of pure Ge at room temperature, and the
room-temperature conductance of Si/Ge/Si is 30% that of pure
Si. At room temperature and higher, the conductance of Ge/Si/Ge
is close to the conductance of Si/Ge/Si (see Fig. 5). This result is
related to the fact that the areas under the Si/Ge/Si and Ge/Si/Ge
transmission curves are comparable around the dominant phonon
frequency at room temperature.

In the ballistic transport regime, scattering is only caused by
interfaces and boundaries, and the scattering rate is roughly a
constant that is independent of temperature. Therefore, thermal
conductance is governed by the average phonon energy and has
the same temperature dependence as thermal capacitance. Conse-
quently, as shown in Fig. 5, thermal conductance increases with
temperature and reaches a plateau at temperatures significantly
higher than the Debye temperature.

Film Thickness Dependence. Figure 6 shows the thermal con-
ductance through a Ge/Si/Ge system as a function of film thick-
ness at different temperatures. The thickness of the thin film is
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Fig. 5 Comparison of the thermal conductances of heteroge-
neous materials and those of homogeneous materials across a
one-unit-cell thin film

expressed in terms of the number of unit cells. For a strained
silicon thin film, one unit cell has a thickness of 2.69 A. In the
ballistic transport regime, the film thickness dependence of con-
ductance is mainly attributed to the coupling and decoupling of
phonon wave functions. If the two interfaces are extremely close,
phonons can easily propagate from one side to another; thus the
conductance in the one-unit-cell case is the largest. As the film
thickness increases, thermal conductance decreases. Finally the
conductance converges to the value corresponding to an infinitely
thick, scattering-free film.

Thermal Boundary Resistance Across a Single Si/Ge
Interface. TBR is present across interfaces between any dissimi-
lar materials, and it results from differences in lattice vibration
properties. If the material in the thin-film region is selected to be
the same as that of one contact region, a single interface between
the thin film and the other contact is created. Consequently, the
atomistic Green’s function method described above can be used to
calculate TBR. However, the straining effect cannot be easily in-
cluded in this structure because the three-dimensional layout of
the interfacial atoms is complicated and difficult to predict. Thus,
we choose to simulate the TBR between Si and Ge, assuming that
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Fig. 6 Thickness dependence of thermal conductance in the
Ge/Si/Ge configuration. Each unit cell is 2.69 A.
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they both have germanium lattice distances.

Direct TBR measurements of Si/Ge interfaces are not readily
available because most prior work [36,37], has reported only the
thermal conductivity of Si/Ge superlattices. It remains unclear
how to convert the thermal conductivity of a nanometer-size pe-
riodic structure to the thermal conductance of a single interface. In
one attempt [38], the converted thermal interface conductance was
reported to be ten times larger than the largest thermal interface
conductance ever measured. Direct measurements of thermal re-
sistance for other heterogeneous materials have been conducted
by several groups. Stoner and Maris [39] used a picosecond opti-
cal technique to measure the thermal boundary resistances be-
tween metals and dielectrics. Costescu et al. [40] measured the
TBR between epitaxial TiN and single crystal oxide with the time-
domain thermoreflectance (TDTR) method.

The acoustic mismatch model (AMM) has been used to esti-
mate the thermal conductance of a single interface. This model
assumes that phonon interfacial transport is governed by con-
tinuum acoustics, and the interface is treated as an ideal plane.
Therefore, it produces similar results at low temperatures to the
atomistic Green’s function method. We use the AMM thermal
boundary resistance equation and associated tables published by
Cheeke et al. [41] to estimate TBR at low temperatures (7
<30 K). Harrison’s potential is used again to calculate bulk dis-
persion curves and group velocities in the (100) direction. The
calculated zero-frequency group velocities, the zero-frequency
group velocities estimated from elastic constants by Holland [42],
and densities used in the AMM are listed in Table 2. Harrison’s
potential is known to predict lower group velocities [27].

A comparison between the atomistic Green’s function results
and the TBR predicted by the AMM is shown in Fig. 7. The AMM
and the atomistic Green’s function method both predict an ex-
pected cubic temperature dependence of TBR at low temperatures
and agree very well at temperatures less than 20 K. This result is
expected because the dominant phonons at low temperatures ex-
hibit linear dispersion and the AMM works reasonably well. The
Si/Ge interface produces a thermal boundary resistance of 6.2
X 10~ m> K/W at room temperature according to the present re-
sults. The calculated interface thermal resistances can be used as
boundary conditions in large-scale BTE simulations. In a rigorous
BTE simulation that distinguishes phonon branch, phonon wave
vector, and phonon frequency, the AGF method also must be (and
can be) decomposed in terms of these variables.

Thermal Resistance Across Multiple Si/Ge Interfaces.
Multiple-interface structures are of great importance in engineer-
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Fig. 8 The effect of multiple interfaces on thermal resistance

ing applications. The overall thermal resistance of a multiple-
interface structure is generally considered to increase with addi-
tional interfaces, because more phonons are reflected or scattered
at interfaces. To evaluate the dependence of thermal resistance on
the number of interfaces, the device region shown in Fig. 1 was
made to include a multiple-interface structure. As an example, a
six-interface structure is shown in Fig. 8(a). Mathematically, the

matrix Hy in Eq. (6) now is more complicated and contains con-
tributions from each layer. Every layer in the multiple-interface
structure is one-unit-cell thick. The effects of strain are excluded
from the calculation because they were shown to be negligible in
the foregoing analysis. Resistances at different temperatures as
functions of the number of interfaces are shown in Fig. 8(b). The
trend in the figure confirms that as the number of interfaces in-
creases, thermal resistance increases. However, the change from
two interfaces to four interfaces is much larger than changes
caused by additional interfaces. The thermal resistance curve
eventually levels out and approaches an asymptotic value. This
observation agrees with a previous study [12], with the conclusion
that the effect of the first few interfaces is much more significant
than subsequently added interfaces.

To make a quantitative comparison between the AGF method
and prior experimental data, we have simulated the superlattice
sample with the shortest period (3 nm) considered in the experi-
mental study of Lee et al. [38], and the results are shown in Fig. 9.
The thermal conductance is plotted as a function of the total su-
perlattice sample thickness for a temperature of 200 K. Because
of the higher computational expense in simulating the full thick-
ness (900 nm) due to the fine K, discretization, we have calculated
several cases of shorter samples. A clear conductance asymptote
of 9.5X 107 W/m? K is reached beyond 20 nm and agrees with
the trend shown in Fig. 8(b). The extrapolated thermal conduc-
tance at 900 nm is approximately one order of magnitude larger
than the experimental thermal conductance. The difference can be
ascribed to anharmonic effects in the experiment and to possible
imperfections in the superlattice sample.
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result is from Lee et al. [38].

Conclusions

We have developed and described an atomistic Green’s function
method to study phonon transmission and thermal conductance
(resistance) of atomistically defined Ge/Si/Ge and Si/Ge/Si
strained thin films. The straining effect on thermal transport is
found to be negligible as compared to the heterogeneous-material
effect. At low frequencies, the transmission functions of the het-
erogeneous cases converge to those of the homogeneous cases
because long phonon wavelengths result in rigid-body-like atomic
motions. Room-temperature thermal conductances are reduced
significantly by heterogeneous interfaces. The ballistic thermal
conductance decreases as the thickness of the thin-film increases
and reaches an asymptotic value, corresponding to the value of an
infinitely thick film. We have also computed the thermal boundary
resistance of a single Si/Ge interface and verified that it agrees
with AMM results at low temperatures. A multiple interface case
was also investigated, showing that the first few heterogeneous
interfaces affect the thermal resistance to a much larger extent
than subsequent interfaces.

Nomenclature
J = heat flux, W/m?
M = atomic mass, kg
N = phonon occupation number
N = mesh size, see Eq. (20)
R = thermal resistance, m? K/W
T = temperature, K
U = interatomic potential, J
k = wave vector, 1/m
a = lattice constant, m
i = unit of imaginary number
kg = Boltzmann constant, m?> kg/s?> K
s = cross-sectional area, m>
u = displacement degree of freedom, m
d = bond length, m

Greek Symbols

6 = A small number corresponding to phonon
energy dissipation in contacts

fi = Planck constant, m>kg/s

o = angular frequency, rad/s

o = thermal conductance, W/m? K

2 = Transmission function
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Vector and Matrix
I' = matrix defined in Egs. (16) and (17)

self-energy matrix defined in Egs. (12) and

(13)

= matrix defined in Egs. (14) and (15)

Green’s function matrix defined in Eq. (11)

= uncoupled Green’s function matrix defined

in Egs. (9) and (10)
= harmonic matrix, defined in Eq. (1)
unity matrix

™~
Il

= =
Il

= matrix representing intralayer interaction,
defined in Eq. (4)

matrix representing interlayer interaction,
defined in Eq. (5)

column vector consisting of vibrational de-
grees of freedom

3
Il

-

R = lattice vector

Subscripts and Superscripts
D = device region

LC = left contact region
LCB = left contact bulk region
LD = left device region
RC = right contact region
RCB = right contact bulk region
RD = right device region
tf = thin film
i = matrix row index, also the index of degree
of freedom
Jj = matrix column index, also the index of de-
gree of freedom
m = unit cell running index
n = unit cell running index
p = layer index
q = layer index
r = degree of freedom running index
t = unit cell index
T = conjugate transpose of a matrix
I = parallel direction to the thin film
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Modeling of Thermoelectric
Properties of Semi-Conductor
Thin Films With Quantum and
Scattering Effects

Several new reduced-scale structures have been proposed to improve thermoelectric
properties of materials. In particular, superlattice thin films and wires should decrease
the thermal conductivity, due to increased phonon boundary scattering, while increasing
the local electron density of states for improved thermopower. The net effect should be
increased ZT, the performance metric for thermoelectric structures. Modeling these
structures is challenging because quantum effects often have to be combined with non-
continuum effects and because electronic and thermal systems are tightly coupled. The
nonequilibrium Green’s function (NEGF) approach, which provides a platform to address
both of these difficulties, is used to predict the thermoelectric properties of thin-film
structures based on a limited number of fundamental parameters. The model includes
quantum effects and electron-phonon scattering. Results indicate a 26-90 % decrease in
channel current for the case of near-elastic, phase-breaking, electron-phonon scattering
for single phonon energies ranging from 0.2 meV to 60 meV. In addition, the NEGF
model is used to assess the effect of temperature on device characteristics of thin-film
heterojunctions whose applications include thermoelectric cooling of electronic and op-
toelectronic systems. Results show the predicted Seebeck coefficient to be similar to
measured trends. Although superlattices have been known to show reduced thermal con-
ductivity, results show that the inclusion of scattering effects reduces the electrical con-

ductivity leading to a significant reduction in the power factor (S*c).
[DOLI: 10.1115/1.2709962]

Keywords: quantum simulation, thermoelectric, electron-phonon scattering

1 Introduction

Quantum-well superlattices have been proposed as a nanoscale
structure that could potentially lead to dramatic increases in the
performance of thermoelectric devices [1,2]. The use of quantum-
well structures as thermoelectric materials is believed to enhance
the thermoelectric figure of merit (ZT=S%0T/ k, where S is the
Seebeck coefficient, o is the electrical conductivity, and « is the
thermal conductivity) for several reasons: (i) The reduced dimen-
sionality of a two-dimensional (2D) quantum well increases the
local electron density of states per unit volume near the Fermi
energy leading to an increase in the Seebeck coefficient [3]. (ii)
The introduction of material interfaces promotes phonon scatter-
ing, which theoretically reduces the effective thermal conductiv-
ity. (iii) Phonon interference effects caused by phonon-interface
scattering give rise to phonon band gaps at the interface of the thin
films in a superlattice, which further reduces phonon transport [4].
The net result of these effects is a structure with a theoretically
higher ZT than its bulk counterparts. Consequently, several re-
searchers have experimentally investigated the role of quantum
well, wire, and dot [5-9] superlattice layers on thermal transport.
For example, Chen [10,11] has studied the phonon transport in
Si/Ge superlattices using the Boltzmann transport equation for
phonons. Phonon interface scattering was included through a
combination of diffuse and specular scattering. They found that
the greatest temperature drop occurred at the interfaces rather than
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within the layers due to a combination of diffuse and inelastic
scattering processes thus developing the concept of phonon engi-
neering to build structures having low thermal conductivity. Based
on these findings alone, superlattices should improve the perfor-
mance of thermoelectric devices compared to bulk materials.

Unfortunately, observations especially in the case of Si/Ge su-
perlattices have not been able to recognize the presumed benefits
of superlattice thermoelectric devices despite a theoretically pre-
dicted and experimentally observed reduction in the thermal con-
ductivity of a superlattice compared to its bulk counterpart [3,5].
If we assume the thermal conductivity can be reduced by intro-
ducing phonon scattering sites, then the lack of performance must
be attributed to a corresponding reduction in electrical properties
(both o and S). Normally, the electrical properties are not ex-
pected to be affected by the lattice structure because of the dis-
parity between electron and phonon wavelengths and mean free
paths [12]. Nevertheless, this presumption does not consider con-
finement, interface scattering of electrons, and electron-phonon
scattering in the lattice. Therefore, to understand the effects of a
lattice structure on thermoelectric performance, the Seebeck coef-
ficient and electrical conductivity of a heterojunction are investi-
gated using a nonequilibrium Green’s function (NEGF) technique.
The approach incorporates quantum as well as scattering effects,
both of which are important in describing the physical behavior of
confined structures.

The physical features that differentiate nanoscale device mod-
eling from bulk modeling are quantum confinement and noncon-
tinuum effects. Quantum effects usually dominate when the de-
vice length scales are of the order of the deBroglie wavelength.
Quantum effects can have a detrimental impact in the form of
leakage currents in very small transistors [13] or can be very
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useful as a high-performance alternative to very large-scale inte-
gration (VLSI) [14] in the form of resonant tunneling diodes.
Noncontinuum effects can significantly influence charge as well
as thermal transport in devices when characteristic lengths are of
the order of the mean free path of energy carriers
(~10-100 nm) [15]. For example, films as large as 0.5 wm have
exhibited a reduction in thermal conductivity by as much as 30%
[16] compared to bulk quantities at room temperature. Similarly,
wires of decreasing diameter (150—25 nm) show dramatically re-
duced thermal conductivity as well as strong temperature depen-
dence [17]. In terms of electrons, noncontinuum effects, particu-
larly “hot electron” effects, have been studied for their impact on
device performance [18].

The most common approach for thermal modeling at reduced
scales is based on the Boltzmann transport equation (BTE). Trac-
table solutions of the BTE include limited carrier scattering
through a relaxation-time approximation, where the system is con-
sidered to be only slightly perturbed from equilibrium. Numerical
solutions to the BTE are possible using Monte Carlo techniques
[19] in which particle distributions are solved using stochastic
processes. Mazumder and Majumdar [20] describes such an ap-
proach that includes phonon dispersion and various phonon modes
independently. For coupled solutions, an electrothermal model
based on moments of the BTE for phonons and electrons was
developed to simulate electron-phonon interactions [21]. This
nonequilibrium approach has shown that the energy distributions
for optical and acoustic phonons differ significantly, suggesting
that nonequilibrium behavior is very different from continuum
behavior. Using a similar model, Raman et al. [22] showed that
nonequilibrium significantly affects the location and generation of
the hot spot in microelectronic power devices. To remove the gray
assumption in moment-based solutions, an unstructured finite-
volume discrete ordinates scheme has been used to solve the BTE
with spectral information [23]. Isotropic scattering in the form of
impurity and Umklapp scattering was considered, and a favorable
match with exact solutions was found. However, in spite of all the
progress made in small-scale device modeling, the fact remains
that rigorous scattering cannot be fully included in most models
and coupling scattering models to quantum models continues to
remain extremely challenging.

Efforts to include quantum effects in essentially particle-based
models usually involve correction terms. Common methods of
incorporating quantum effects are the density gradient formalism
and the effective potential method [24]. The density gradient for-
malism is derived from the equation of motion for the one-particle
Wigner function where quantum corrections are introduced by ex-
pressing the mean potential energy as a power series in Planck’s
constant 4. The transport equation for the Wigner distribution
function can now be written in the form of a modified BTE. In the
effective potential method, a spatially localized wave packet is
used as a representation of the electron where the size of the wave
packet is defined roughly by the thermal deBroglie wavelength.
The nonlocal form of the charge distribution introduces an effec-
tive potential when the inhomogeneous potential is introduced in
the Hamiltonian. The generation of the effective potential deter-
mines the onset of quantization in the system due to the nonlocal
nature of the potential. The quantum correction methods have
been found to give an excellent match with the Poisson-
Schrodinger solver for the case of carrier confinement and tunnel-
ing. More recently, attempts have been made to combine quantum
corrections with the Monte Carlo technique [25], which is a nu-
merical solution to the BTE. The results have been found to match
well with the Schrodinger solution in the case of carrier confine-
ment while a reasonably close match was observed for the case of
tunneling. However, extension of this model to two and three
dimensions remains, computationally tedious and difficult. Fur-
thermore, the corrections are often heuristic and not based solely
on first principles.

Quantum transport models often involve the solution to the
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Schrodinger equation and can be used to study current flow where
the transport either is ballistic or includes limited scattering. Com-
mon models used to predict near-ballistic transport are quantum
transmitting boundary model (QTBM) [26] and the quantum de-
vice analysis by mode evaluation (QDAME) [27]. QTBM in-
volves formulating the boundary conditions for a given problem
by calculating the transmission and reflection coefficients for a
known boundary potential. These boundary conditions are then
used in a discretized solution to obtain the wave function over the
entire problem domain. Although this method is suitable for solv-
ing the Schrddinger equation for various boundary potentials, in-
clusion of dissipation due to scattering becomes very difficult.
QDAME involves discretely sampling a device’s density of states
using standing wave boundary conditions. The standing waves are
decomposed into traveling waves and injected from the contacts
from which their occupancies are assigned.

Some of the contributing factors for problems associated with
coupling quantum effects and scattering effects in device simula-
tion are (i) time involved in converting new electronic device
models including quantum effects into functioning simulation
software and (ii) the immense computational resource requirement
for accurate simulations of commercially important electronic de-
vices. With device dimensions continuing to shrink, there is an
increasing need for a simple model that can effectively couple
quantum and scattering effects. The nonequilibrium Green’s func-
tion formalism provides a framework for natural coupling of
quantum and scattering effects. The source and drain contacts are
coupled to the device through self-energy terms. The introduction
of the Green’s function for these terms eliminates the huge matri-
ces that would normally be required to model the wave functions
in an infinite reservoir. Instead matrices that are the size of the
device Hamiltonian only are needed. In addition, the NEGF for-
malism allows for the rigorous incorporation of both elastic and
inelastic scattering effects using the concept of Buttiker probes
where scattering is treated as another contact, allowing it to be
coupled to the device using the self-energy terms [28,29]. Unlike
many other Schrodinger-based solver, the Green’s function allows
us to eliminate periodic boundary conditions leading to solutions
for a device under bias. We present a brief synopsis of the formal-
ism in Sec. 2 while a more thorough and detailed development can
be found in [30] and [31].

Using the Green’s function approach the performance of a sili-
con film and a Si/Ge heterostructure as thermoelectric materials
are numerically investigated. Both structures are infinite in two
directions and confined in the direction of transport. Therefore, the
computational domain is one-dimensional. We are interested in
calculating the electron transport due to a bias as a function of the
confinement and scattering. Specifically, the IV characteristics can
lead to direct calculation of the Seebeck coefficient and electrical
conductance, which are desired for thermoelectric performance.
By holding the two sides of the device at different temperatures a
thermally induced electrical current is generated. A voltage is ap-
plied to bring the current to zero. This condition yields the See-
beck coefficient for the device. The electrical conductance is
found from IV characteristics as the inverse of the slope of the
linear region. We consider these performance characteristics in the
presence of incoherent electron-phonon scattering, where the elec-
trons interact inelastically with the surroundings. The energy lost
or gained during this interaction with the lattice manifests itself in
the form of phonons. The change in channel potential due to
single electron charging effects is solved self consistently with the
scattering model.

Effects believed to be important, but not addressed here, in-
clude energy-dependent scattering, inelastic electron-phonon scat-
tering, crystal orientation, and full lattice structures. Although
these effects are expected to affect the magnitude of transport, the
trends of the predictions are not expected to change significantly.
Furthermore, the application of NEGF to thermoelectric device is
new and immature. Therefore, these simple models were chosen
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to study the gross effects of reduced scale on thermoelectric ma-
terial properties. The present study, therefore, will identify the
important physical mechanisms responsible for determining the
electrical properties of thermoelectric materials. We would also
like to point out that coupled thermal-electrical solutions are rare,
particularly those with quantum and scattering effects. Therefore,
this approach represents an emerging technology to study mult-
iphysics device performance. Some results involving the IV char-
acteristics and the formalism used in the present study have pre-
viously been used in a conference proceedings [32]. Some results
are repeated here where indicated for archival purposes and be-
cause of their importance in the prediction of the power factor
S%0, which is the focus of the present work.

2 NEGF Formalism

2.1 Ballistic Development. In general, an isolated device and
its energy levels are described using a Hamiltonian matrix H,
where U is the Hartree potential and « is the energy eigenstate of
the electron,

(H+ U)ho(1) = £ oth(1) (1)

The electron density matrix in real space is given by [31]
p(r,r') = f Jo(E = w)S(EI - H)dE ()

where f is the Fermi function, and 8(EI-H) identifies the ener-
gies associated with the device Hamiltonian. Using an expansion
of the & function, we obtain

S(EI-H) = 2L{[(E— 09 -H] ' -[(E+i0"I-H]'} (3)
T
The two terms on the right-hand side can be reduced to
8(EI - H) = 5—{G(E) - G*(E)] @)
o

where the retarded Green’s function is defined as
G(E)=[(E-i0") - H]™" )

In general, the Green’s function can be interpreted as the response
of the Schrodinger equation to an impulse. In the present scenario,
the impulse is essentially an electron density at a particular en-
ergy. In the energy domain, the Green’s function gives the energy
eigenvalues for the eigenstates that are occupied in response to the
applied impulse. The density of states in real space is represented
by the spectral function,

A7, E)=2mi[G(E) - G*(E)] (6)
The diagonal elements of the spectral function represent the local
electron density of states. Thus, the electron density matrix for an
isolated device can also be written in the form

o) =5 f FolE = wA(E)E )

The density solution is solved self-consistently with Poisson’s
equation,

vu=-L,-n) )
S
where 7 is the real diagonal of the density matrix p and represents
the real-space electron density along the device. N, is the donor
level, and € is the permittivity.

Consider a simple nanotransistor consisting of source and drain
contacts as in Fig. 1. Let u; and u, be the chemical potentials of
the source and the drain where subsequent numerical subscripts
will denote the source and drain, respectively. The energy distri-
bution of electrons in the source and drain follows the Fermi-
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Fig. 1 Schematic representation of the nanodevice modeled in
the simulation. E is the electron energy in the device while 3 is
the scattering self-energy.

Dirac distribution where f; and f, are the corresponding Fermi
functions. The difference in the chemical potentials of the source
and drain, which results from the applied bias, causes electrons to
flow between the contacts through the channel. When no scatter-
ing is included in the channel, the transport is ballistic in nature
and the channel is expected to have zero resistance to current flow
(infinite conductance). However, experimental measurements [33]
have shown that the maximum measured conductance of a one-
energy level channel approaches a limiting value Gy=2¢°/#
=51.6 kQ~'. The reason for this limit to conductance arises from
the fact that current in a contact is carried by infinite transverse
modes while the number of available modes in the channel is
limited. Therefore, the density of states in the contact is spread
over a large energy range while the channel density of states lies
specifically between u; and u,. Upon coupling the contact and
the channel, some of the density of states from the contact spread
into the channel while the channel loses some of its density of
states to the contact. As a result, the coupling causes the density of
states in the channel to spread out over a wider range of energy
levels resulting in a reduction in the number of states lying be-
tween w; and w,.This reduction limits the amount of current in the
device.

In the NEGF formalism, the coupling of the device to the
source and drain contacts is described using self-energy matrices
>, and 3,. The self-energy term can be viewed as a modification
to the channel Hamiltonian to incorporate the boundary condi-
tions. Accordingly, Egs. (1) and (5) can be rewritten as

[H+ U+ El + Ez]l/fa(;) = salyba(;) (9)

GE)=[(E-i0NI-H-3,-3,]"! (10)

The self-energy term originates from the solution of the contact
Hamiltonian. In this semi-infinite system, which is connected to
the channel, there will be an incident wave from the channel as
well as a reflected wave from the contact. The wave function at
the interface is matched to conserve energy giving the boundary
condition

3, =—texp(ika) (11)
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where ¢ is a result of the discretization and will be discussed later.

The broadening of the energy levels introduced by connecting
the device to the source and drain contacts is incorporated through
the functions I'; and I', given by

F1=i(21—ET) (12)

and
F2=i(22—2;) (13)

The self-energy terms affect the Hamiltonian in two ways. The
real part of the self-energy term shifts the device eigenstates or
energy level while the imaginary part of X causes the density of
states to broaden while giving the eigenstates a finite lifetime. The
spectral function is defined as before in Eq. (6).

The electron density for the open system is now given as

L[

p= —f G"(E)dE (14)
27 ),

where G"(E)=G[T'f,+T,f,]G* for convenience and represents

the electron density per unit energy. For plane wave basis func-

tions, the current through the channel is calculated as the differ-
ence between the inflow and the outflow at any given contact

I= _—hq f THTALf, - T{T,G"]dE (15)

where the i subscript indexes the contacts. For a two terminal
device I,=—1,.

2.2 Electron-Phonon Coupling. An electron in a device can
interact with its surroundings elastically or inelastically, depend-
ing on the nature of surroundings. Elastic interactions occur when
the surroundings are rigid leading to energy and momentum con-
servation. Such interactions are coherent in nature. Inelastic inter-
actions occur when energy is dissipated through the emission or
absorption of phonons, photons, etc. Such types of interactions are
known as incoherent or phase-breaking processes. Inelastic scat-
tering is, in general, difficult to model exactly. In this paper, we
treat the phase-breaking scattering to be nearly elastic, i.e., E
~FE+hw~E-fhwo. The effect of scattering is incorporated into
the coherent model discussed previously by treating it as another
contact where electrons enter and leave the contact leading to no
net current at that contact [31]. However, because the scattering
terminal does not have a defined Fermi level, the scattering terms
3, and I'; have to be determined through other means. As such,

S, FE) = DyG" (7, ,E) (16)

I'(E)=DyA(E), and 3 (E)=DyG(E) (17)

D, is defined as the phonon correlation function and is calculated
using the phonon deformation potential and the phonon wave vec-

tor B [31]

Dy hw) =2, JE- ho(BIULAULT)  (18)
P
2h
Up(r) = DB/ o) exp(if3r) (19)

Dqp is the acoustic deformation potential, p is the mass density,
and () is the normalization volume. The values of D, represent the
energy of the phonon with which the electrons scatter. Depending
on the system temperature, there is a wide range of phonons with
which electrons scatter. However in our model, we use a simpli-
fied case of the electrons interacting with phonons of a single
frequency in an attempt to illustrate the effect of scattering on
electron transport in devices. For example, Dy=0.1 eV? corre-
sponds to a phonon energy of 20 meV [31]. This phonon energy is
not related to the temperature of the device. In fact, the NEGF
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model does not include temperature within the system as tempera-
ture can be expressed only for a system that is in equilibrium. The
only place where temperature is included in the model is in the
source and drain Fermi functions. Instead, the phonon energy rep-
resents the dominant phonon frequency available for scattering
[34]. In the present model, we assume Dygp is independent of the
electron energy in the channel and corresponds to optical phonon
scattering only, which is expected to be the dominant electron
scatterer [35].

2.3 Numerical Scheme. The foregoing model is discretized
on a uniform one-dimensional grid with a lattice spacing of a.
Transport occurs parallel to the grid, which is also the confined
direction. The Hamiltonian in Eq. (10) is an effective mass Hamil-
tonian, which averages the effects of the underlying periodic po-
tential, and is given as the Laplacian operator. The discretized
linear version is an N X N tridiagonal matrix given as

Ec+2t -t
V?=[H]=| -t Ec+2t ~t (20)
-t Ec+2t

where ¢ is the coupling energy between adjacent nodes and is
given in terms of the discretized spacing a and the effective mass
m" as
ﬁZ
=

2m*a®

21

The grid spacing a and grid size N is chosen such that the
channel thickness L=a(N—1). The grid spacing @ must be chosen
such that the coupling energy 7 is larger than the energy range of
integration above the conduction band edge. In order to ensure
current conservation, the energy eigenvalues of the Hamiltonian
must be real. In order to meet this criterion, the Hamiltonian must
be Hermitian. In the case where we are modeling a heterojunction,
such as Si/Ge, there will be a spatially varying effective mass as
well as conduction band edges. The spatial variation of the con-
duction band edges in the Hamiltonian allows for the automatic
inclusion of boundary effects across interfaces. We employ the
standard nonlinear control-volume approach [36] and require that
the material interface lies at a node to ensure that the Hamiltonian
remains Hermitian.

Ec, + 2t — 14
VtV)=[H]=| -ty Ecj+ty+ty —tg (22)
—tp Ecp+2tg

To initiate the solution, only the self-energy matrices for the
source and drain contacts, which we can calculate directly, are
used to obtain the values of G(E). The self-energy term for the
scattering contact is then calculated self-consistently from Egs.
(16) and (17) using the recently calculated values of G(E). The
source, drain and scattering self-energy terms are then used to
obtain the final Green’s function from which the net channel cur-
rent is calculated as a difference in the inflow and outflow currents
using Eq. (15) [29]. For the doping levels considered in this paper,
the contacts are generally ohmic in nature, thus eliminating the
need to model any barrier effects at the source and drain elec-
trodes. The entire calculation is carried out self-consistently with
Poisson’s equation to account for the dependence of the channel
potential on the electron density. This process is depicted in
Fig. 2.

The computational requirements to solve for the current at a
particular voltage depends on a number of factors. The grid size
used in the present model consisted of 101 nodes. The resulting
size of the Hamiltonian was a 101 X 101 matrix. For an energy
range of 0-0.5 eV, we used 300 uniform integration steps. In the
case of degenerate doping, however, the maximum contribution to
current comes from energy values concentrated near the conduc-
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Fig. 2 Self-consistent iterations between the Green’s function,
scattering, and the potential. The inner process is integrated
over energy.

tion band edge. In this case, care must be taken to choose an
energy range close to the conduction band edge to ensure that the
contribution from those energy steps is properly included. The
matrix inversion in Eq. (10) was performed for each integration
step, and the integration was performed self-consistently with the
potential. This process was repeated for each voltage in the cal-
culated IV characteristics.

To ensure numerical accuracy, first the number of integration
steps was selected to ensure a suitable error. Next convergence of
the potential calculation was set to an acceptable error. A relax-
ation of 0.2-0.5 on the density usually allowed convergence in
about 20 iterations. The self-consistent approach can be used as
long as the value of U,=g?/ €€, as well as the value of the broad-
ening I" is comparable to kgT. If U, exceeds kg7, the channel goes
into the Coulomb blockade regime where the self-consistent
method cannot be used anymore to solve for potential. The cou-
pling energy ¢ also has a similar effect as broadening and ensuring
that t=U, will keep the channel in the self-consistent field re-
gime. A large r implies that the grid spacing a is small, leading to
more delocalization of the electron wave function, which, in turn,
improves the accuracy of the self-consistent field calculation.

2.4 Physical Model. The silicon thin films modeled in our
simulations were 10 nm thick as shown in Fig. 1. In the case of
the Si/Ge heterostructure, each of the individual thin films were
modeled as 10 nm thick layers each, leading to a combined thick-
ness of 20 nm for the heterostructure. The bias applied on the
devices ranged from 0—-0.1 V on the drain.

3 Results and Discussion

3.1 Effects of Phase-Breaking Near Elastic Scattering. The
channel current-voltage characteristics with incoherent, near-
elastic scattering are shown in Fig. 3 for various scattering ener-
gies. Initially at zero bias, the source and drain Fermi levels are
separated by a voltage V. The application of bias causes the en-
ergy levels of the drain to shift until the source and drain Fermi
levels are equal. The channel current increases linearly during this
time. Once the two Fermi levels align there are no additional
energy states for the electron coming from the channel to occupy
in the drain, causing the current to saturate. As mentioned in the
Introduction, we have considered electron energy-independent
near-elastic phonon scattering in this analysis. For this study, the
free parameter D, was varied from a very low phonon energy of
0.2 meV to 60 meV, which is the optical phonon energy limit in
the case of silicon, and the IV characteristics were collected.
While D=0.001 eV? corresponding to phonon energy of
0.2 meV causes a reduction of 26% in the channel current, the
current for Dy=0.01 eV? is found to decrease by 60% of the bal-
listic value. When Dy is increased to 0.05 eV? corresponding to a
phonon energy of 10 meV the current decreases further by 80%,
demonstrating the importance of scattering effects on electron
transport in small-scale devices. Further increase in phonon en-
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Fig. 3 Current versus voltage characteristics for incoherent,
near-elastic scattering in a silicon thin film for n=5
X108 cm3

ergy to 20 meV and 40 meV results in an additional decrease of
only 5-10% in the current, indicating saturation in the amount of
electron interaction with higher energy phonons. There is no ad-
ditional decrease in the current for the 60 meV case.

3.2 Thermoelectric Effects in Silicon Thin Films. The See-
beck coefficient for silicon thin films were studied for various
temperature ranges of the source and drain contacts while varying
the doping in silicon. The source temperature was maintained con-
stant at 300 K, whereas the drain contact was maintained a higher
temperature relative to the source. The film thickness was 10 nm,
and the applied bias ranged from O to 0.1 V. Figure 4 shows the
current-voltage characteristics for a silicon thin film doped to
electron concentration of 5 X 10'® cm™ without scattering (ballis-
tic case). The source-drain temperature difference ranged from
0 K to a maximum of 30 K. For low-bias conditions, the number
of high-energy electrons generated in the drain contact is higher
than the number of electrons arriving at the drain through the
channel leading to negative current values. As the bias is in-
creased gradually, more electrons from the source are drawn to-
ward the drain due to the applied bias leading to higher inflow at
the drain and positive current values. To estimate the Seebeck
coefficient S, the applied bias is adjusted to obtain zero current.

For the case of near-elastic scattering, the value of the Seebeck
coefficient was found to be independent of the scattering strength

3e-07 T T T .
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<
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c
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Fig. 4 Temperature-dependent current-voltage characteristics
of a silicon thin film for a channel temperature difference of
0-30 K without scattering: n=5X10'® cm-3

Transactions of the ASME



1200 T T
. theory —»—

E.. measured -~-g---
1000 f 1

800 | ]

600

S (V/K)

400

200

0 1 L
1e+17 1e+18 1e+19

doping (cm™)

1e+20

Fig. 5 Predicted versus measured [39] values of Seebeck co-
efficient for silicon at 300 K as a function of doping levels

D,. However, § is a function of doping. The conduction band edge
and Fermi level are related to the doping level in the semiconduc-
tors by the carrier density

E.-E
n=N, exp(— C—z)

Here, N, is the effective density of states at the conduction band
edge and E. and Ej the conduction band edge and Fermi level,
respectively [37]. Varying the relative values of the conduction
band edge and the Fermi level allows us to vary the doping level
in the semiconductors. For all doping levels, the Seebeck coeffi-
cient was found to change almost linearly as a function of the
temperature difference for small temperature changes. However,
this does not hold true as the temperature difference across the
device is increased. Yang et al. [38] studied the anisotropic ther-
moelectric properties of superlattices. They reported that although
the Seebeck coefficient does not exhibit very high anisotropy be-
tween the in-plane and cross-plane directions, the cross-plane See-
beck coefficient rises rapidly with device temperature. The value
of Seebeck coefficient in our calculations changes by
~4-5 uV/K for a temperature range of 0—30 K. This small
change in § allows us to report an average value rather than the
slope of the Seebeck voltage versus AT plot (Fig. 4).

Figure 5 shows the averaged predicted and measured Seebeck
coefficient values for silicon for various doping levels in all tem-
perature ranges considered. The predicted values of S differ from
the experimentally measured values [39] approximately by a fac-
tor of 2. Although there is limited experimental data for the See-
beck coefficient for silicon thin films, it must be noted that the
trends predicted by our model match the trends of the experimen-
tal data for bulk silicon.

3.3 Thermoelectric Effects in Si/Ge Thin Films. The ther-
moelectric properties of Si/Ge heterostructures were studied in a
manner similar to silicon by maintaining the drain at higher tem-
peratures than the source. Quantum confinement effects can be
found in [40] and in a forthcoming paper derived from [40]. Each
of the semiconductor thin films was modeled as 10 nm thick, lead-
ing to a combined thickness of 20 nm for the heterojunction.
Similar to silicon, the doping in silicon and germanium was varied
by changing the relative values of E,. and u. The amount of dop-
ing was modeled to be constant throughout the two materials. The
predicted values of the Seebeck coefficients with doping is shown
in Fig. 6. Although there is a large spread in the experimentally
measured results for various doping levels in the superlattices, the
results from our model show fair agreement with the measured
values. We do not expect our results to match the experimental

(23)
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Fig. 6 Predicted versus measured Seebeck [5,6,41-43] coeffi-
cient for ballistic Si(10 nm)/Ge(10 nm) superlattice with doping

data exactly for a number of reasons: (i) although our model in-
corporates quantum effects in the form of discrete energy states in
the channel, it does not include the additional effect of electron
confinement induced by the quantum well Si-Ge-Si superlattice.
(ii) The superlattices used in the experiments consist of 300—-1200
alternating layers of silicon and germanium films whose thick-
nesses are of the order of a few angstroms while our model con-
sists of a single heterojunction where each film is 10 nm thick.
(iii) The values used for the effective mass for silicon and germa-
nium correspond to bulk values while the experiments were per-
formed on single crystalline epitaxial layers. It was seen in our
simulations that the value of the effective mass used in the calcu-
lations significantly affects the current-voltage characteristics. For
film thicknesses of the order of few nanometers as used in our
calculations, both silicon and germanium can be considered to be
single crystals, allowing us to use the effective mass for that par-
ticular orientation. (iv) We have used the Fermi-Dirac function to
model the inflow of electrons supplied by the source and drain
contacts. This means that the contacts will supply electrons having
a continuum energy distribution in all directions while entering
the channel. However, for film thicknesses used in our simula-
tions, additional electron confinement due to the reduced dimen-
sionality of the 2D film is expected causing the electrons entering
the channel to have discrete energy levels in the direction of trans-
port. This effect of reduced dimensionality can be modeled by
using a 2D Fermi function that will treat the electrons entering
from the contacts as having infinite boundary conditions in the
bulk directions and discrete energy states in the direction of con-
finement. It is expected that incorporating this effect of reduced
dimensionality in our model will increase the local density of
states per unit volume at the Fermi level leading to an increase in
the predicted Seebeck coefficient.

Conductivity values for each value of D, were calculated from
the slope of the linear portion of the IV characteristics.

o=—L

v (24)

where L is the channel thickness. It was seen that inclusion of
electron-phonon scattering caused a significant drop in the current
conducted through the channel indicating increased resistance to
current flow with scattering. The S?o value was calculated using
the conductivity values predicted for each level of scattering along
with the Seebeck coefficient obtained for each doping level con-
sidered. The decrease in conductivity led to an overall decrease in
the power factor as demonstrated from the reduction in S%c values
with increasing scattering seen in Fig. 7. However, the S?o values
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of Si/Ge were found to be two times greater than the silicon thin
films for the same doping level.

4 Conclusions

The nonequilibrium Green’s function formalism was used to
couple quantum effects and scattering effects in a 10 nm thick
silicon film. The model was used to demonstrate near-elastic,
phase-breaking electron-phonon scattering effects in very small-
scale devices. A 26—90% decrease in current was noted when
phonon scattering was included. The NEGF formalism was used
to study thermoelectric behavior of electrons in silicon thin films
and Si/Ge heterojunction. The predicted Seebeck coefficient val-
ues for silicon and Si/Ge heterojunctions matched well with the
experimentally measured values. Inclusion of electron-phonon
scattering in the model increased the electrical resistance causing
the value of S?¢ for silicon thin film and the heterojunction to
decrease by 26-90% of their ballistic values. However, the S?o
values for the Si/Ge heterojunction was found to be enhanced
compared to the S?o values for silicon thin films. Current research
efforts are focused toward incorporating electron energy-
dependent inelastic electron-phonon scattering as well as phonon
transport through devices to study all coupled effects present in
the prediction of ZT for devices and materials.
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Computational Model for
Transport in Nanotube-Based
Composites With Applications to
Flexible Electronics

Thermal and electrical transport in a new class of nanocomposites composed of random
isotropic two-dimensional ensembles of nanotubes or nanowires in a substrate (host
matrix) is considered for use in the channel region of thin-film transistors (TFTs). The
random ensemble of nanotubes is generated numerically and each nanotube is discretized
using a finite volume scheme. To simulate transport in composites, the network is embed-
ded in a background substrate mesh, which is also discretized using a finite volume
scheme. Energy and charge exchange between nanotubes at the points of contact and
between the network and the substrate are accounted for. A variety of test problems are
computed for both network transport in the absence of a substrate, as well as for deter-
mination of lateral thermal and electrical conductivity in composites. For nanotube net-
works in the absence of a substrate, the conductance exponent relating the network
conductance to the channel length is computed and found to match experimental electri-
cal measurements. The effective thermal conductivity of a nanotube network embedded in
a thin substrate is computed for a range of substrate-to-tube conductivity ratios. It is
observed that the effective thermal conductivity of the composite saturates to a size-
independent value for large enough samples, establishing the limits beyond which bulk
behavior obtains. The effective electrical conductivity of carbon nanotube-organic thin

films used in organic TFTs is computed and is observed to be in good agreement with the

experimental results.

[DOL: 10.1115/1.2709969]

Keywords: nanotube, thin film transistor, nanocomposite, percolation

Introduction

In recent years, there has been growing interest in low-cost
large-area manufacture of thin-film transistors (TFTs) on flexible
substrates for use in applications such as displays, e-paper,
e-clothing, biological and chemical sensing, conformal radar, and
others. TFTs based on amorphous silicon (a-Si) now dominate the
market for large-area flat-panel displays [1,2]. When transistor
performance is not critical, low-cost organic TFTs on flexible,
lightweight, plastic substrates [3—7] are emerging as an alternative
in many nondisplay applications. For high-performance applica-
tions, however, the choices are limited: single crystal silicon or
poly-silicon based TFTs [8,9] cannot be manufactured at low tem-
perature (<200°C) and are therefore not suitable for plastic sub-
strates. As a result, researchers are exploring a new class of nano-
composite TFTs based on networks of silicon nanowires (Si-NWs)
or carbon nanotubes (CNTs) [10-12]. Here, high-quality, nearly
crystalline NWs and CNTs are grown at high temperature on a
temporary substrate and released into a carrier fluid, which is then
spin coated onto arbitrary (flexible) substrates at room tempera-
ture to form a thin film of randomly oriented NWs or CNTs. Once
the source and drain contacts are defined, this thin film of nearly
crystalline nanowires or nanotubes constitutes the high perfor-
mance channel of a TFT (see Fig. 1). In other applications, the
performance of organic TFTs is improved by dispersing nanotubes
at low densities in organic substrates [13]. Since the thermal con-
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ductivity of both plastic and organic substrates is very low
(~0.1-1 W/mK), and since cooling options are limited if the
electronics are to be kept flexible, self-heating is expected to
emerge as a significant bottleneck to performance in this new
class of electronics. At the same time, the electrical performance
of these network composite transistors is poorly understood, and it
has been difficult to interpret seemingly disparate experimental
data [11,12,14].

An important property determining device performance is the
lateral thermal and electrical conductivity of the composite film.
The thermal and electrical conductivity of the network composite
depends on the percolation properties of the network. In the ab-
sence of the substrate, the network conductivity is zero if the tube
density is below the percolation threshold [15]. The presence of
the substrate allows conduction to occur below the percolation
threshold, and the degree to which percolation matters depends in
large part on the coherence length of transport in the tubes [16],
i.e., the length over which the temperatures of the two media
remain unequilibrated. In the limit of low coherence length, leak-
age of either heat or charge from the tubes to the substrate pre-
dominates, and percolation effects are unimportant. On the other
hand, if the coherence length is competitive with the sample size,
network percolation would be important. The thermal and electri-
cal behavior of TFTs spans these limits. In general, both substrate
and network play important roles in determining the thermal per-
formance of typical nanotube—plastic composites. An analogous
problem occurs in electrical transport in nanotube—organic com-
posites whereby charge transport in the organic substrate is en-
hanced by the presence of subpercolating nanotubes [13]. On the
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Fig. 1 (a) Schematic of thin-film transistor showing source
(S), drain (D), and channel (C). The channel region is com-
posed of a network of CNTs; (b) geometric parameters.

other hand, the electrical conductivity of carbon nanotubes and
silicon nanowires in plastic is entirely network dominated due to
the nearly insulating substrate.

Though there is much literature on composite thermal and elec-
trical properties [17-19], as well as on the percolation behavior of
tubes and wires [14,16,20], two important features distinguish
TFT composites. First, our interest is in finite nanocomposites,
where the length scale of the composite, i.e., the distance between
the transistor’s source and drain, may be competitive with the
length of the nanotubes in the composite, making standard
periodic-domain percolation analyses invalid [15]. Second, the
composite is a thin film with a thickness of no more than a few
microns at the maximum. There are few experimental results or
theoretical and computational models which predict the conduc-
tivity of finite two-dimensional (2D) nanotube composites. Nearly
all experiments have concentrated on bulk 3D samples. Biercuk et
al. reported 125% increase in thermal conductivity of epoxy—
single wall nanotube (SWNT) composites for 1 wt% SWNT
loading at room temperature [21]. Liu et al. used a silicon elas-
tomer as the matrix and CNT as the filler in their experiments and
reported 65% enhancement in thermal conductivity with 3.8 wt %
CNT loading [22]. Theoretical analyses of bulk composites have,
for the most part, addressed low volume fractions using effective
medium theories [19], most recently accounting for interfacial re-
sistance [17,23]. However, these studies assume tube densities
well below the percolation threshold. Lusti and Gusev predicted
the thermoelastic properties of nanotube-reinforced polymers us-
ing the finite element method [24]. Using their numerical model,
they explored the enhancement in Young’s modulus and the de-
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crease in thermal expansion coefficient for different orientations
of CNTs inside the polymer. Yang and Chen used the phonon
Boltzmann equation to study the phonon thermal conductivity of
Si-Ge composites using a periodic two-dimensional model [18]
and found phonon ballistic effects to be important. However, their
findings are appropriate only for aligned rods, with the primary
direction for transport being normal to the rod axis. To our knowl-
edge, there have been no published analyses of either thermal or
electrical transport in nanocomposites composed of random nano-
tube networks.

The objective of the present work is to develop a framework for
the simulation of thermal and electrical transport for finite-length
two-dimensional network composites and to validate the model
with experimental data where possible. Though our ultimate goal
is to simulate the concurrent electro-thermal performance of net-
work TFTs, this paper focuses on the determination of lateral
composite conductivity. Thermal transport in the Fourier conduc-
tion limit and charge transport in the low bias voltage limit are
analogous and can be described by similar governing equations. A
random two-dimensional network of tubes is generated numeri-
cally and embedded in a substrate. A finite volume method is
developed for the coupled solution of the network and the sub-
strate and shown to work satisfactorily by comparison to analyti-
cal solutions. The method is then applied to the problem of lateral
conductivity determination in 2D networks and composites and
shown to match experimental data satisfactorily.

Governing Equations

Thermal Transport. The computational domain is shown in
Fig. 1, and is of height H and width L. It consists of the channel
region of the transistor and is composed of a random network of
nanotubes or nanowires embedded in the midplane of a substrate
represented by a three-dimensional box of size L-X H X t. Diffu-
sive transport in the tube or wire is obtained when there are a
sufficient number of scattering events during the residence time of
the phonon in the domain. The phonon residence time 7 scales as
L;/v,, where v, is the phonon group velocity. The main scattering
events of importance at room temperature in pure samples are
either three-phonon processes, occurring on a time scale 73, or
boundary scattering events, occurring on a time scale 7,. For
nanowires, 7,~d/vg, so that 7,/ 7,~ L,/d; since L,/d>1, diffu-
sive transport due to boundary scattering is expected to prevail.
For nanotubes embedded in a substrate, boundary scattering and
three-phonon time scales are difficult to estimate and would de-
pend on the nature of the nanotube—substrate interface as well as
the modulation of phonon velocities due to the presence of the
substrate. However, for sufficiently long tubes, three-phonon pro-
cesses are expected to lead to diffusive behavior in their own
right. For freestanding CNTs, acoustic phonon velocities of
9-20 km/s have been reported in Ref. [25]. Assuming axial ther-
mal conductivities in the 1000 W/mK range, L/(73pv,)> 1
would be achieved for tubes of about 1 um or longer; the pres-
ence of interface scattering is expected to further reduce this
value. Thus, Fourier conduction in both nanotubes and nanowires
may be assumed, albeit with a thermal conductivity that may dif-
fer significantly from bulk or freestanding values. Assuming one-
dimensional diffusive transport along the length s of the tube and
three-dimensional conduction in the substrate, the governing en-
ergy equations in the tube and substrate may be written, respec-
tively, as

&°T;
kA— +
A >

intersecting tubes j

thc(Tj - Ti) + hsPs(Ts - Ti) =0
(1a)
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Nlubes
ksvas + 2 hsav(Ti - Ts) =0

i=1

(10)

Here, T(s) is the temperature of the ith tube at a location s along
its length; A is the area of cross section of the tube or wire; and k,
is the corresponding thermal conductivity. The term £, is the heat
transfer coefficient governing the transfer of heat to other tubes j
making contact with tube i through a contact perimeter P, and the
heat transfer coefficient i, governs the transfer of heat between
the tube and the substrate through a contact perimeter P,.
T,(x,y,z) is the substrate temperature and k; is the substrate ther-
mal conductivity; the second term in Eq. (1) contains the heat
exchange with tubes traversing the substrate, which are N, in
number, through a contact area per unit volume, «,. Using the
dimensionless variable 0=(T—Tin)/ (Tsource— Train) and nondi-
mensionalizing all lengths by the tube diameter d, the dimension-
less governing equations in the tubes and substrate may be written
as

d*6;
S+ X Bi(6-6)+Bi(6,-6)=0 (2a)
ds intersecting tubes j
Ntubes k
V*zes + 2 Bisﬂvk_t(ei - 05) =0 (2b)

i=1

For thermal conductivity calculations, the thermal boundary con-
ditions for all tubes originating at the source and terminating in
the drain are given by

* * Lt

fi=lats =0; 6=0ats =7 (3)

and the boundary conditions for the substrate are given by
* * LC
6,=1atx =0; 6,=0atx =—
d
a0, . . 1
~=0andatz =0atz =— 4
Jz ¢ ¢ d “

All the tube tips terminating inside the substrate are assumed adia-
batic. The boundaries y*=0 and y"=H/d are assumed as periodic
boundaries for both substrate and tubes. The dimensionless pa-
rameters are defined as

. _hPd . WPk
.= —k,A N 1, = —k,A ; I,
B=a(£). Le H L !
vUN\p) LT LS dod

Bi. represents the dimensionless contact conductance for tube-to-
tube contact; and Bi; represents the dimensionless interfacial
(Kapitza) resistance between the tube and substrate [17]. The geo-
metric parameter 3, may be determined from the tube density per
unit area p; the corresponding dimensionless parameter is p*,
which is obtained by normalizing with the percolation threshold
pwm- The percolation threshold for the network is estimated as the
density at which the average distance between the nanotubes
equals the average length of the tubes, so that py,=1/(L,)%.

Electrical Transport. The dimensionless potential equation in
the linear regime is analogous to the thermal transport equation in
the Fourier conduction limit, with the potential being analogous to
temperature and the current being analogous to the heat transfer
rate. For charge transport in CNTs in plastic, the substrate is con-
sidered insulating and only transport in the tube network is con-
sidered. For organic transistors with dispersed CNTs [13], the sub-
strate is not insulating and charge leaks from the CNTs to the
organic matrix, analogous to thermal transport in a composite, and
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charge exchange with the substrate must be considered. Since
Lc>\, the mean free path of electrons, a drift-diffusion model
based on Kirchoff’s law for carrier transport may be employed
[26]. In this linear regime, which occurs for low source—drain
voltage Vpg, the current density along the tube is given by

J=0oddlds (5)

where o is the electrical conductivity and @ is the potential, and is
only a function of the source—drain voltage Vpg. Using the current
continuity equation dJ/ds=0 and accounting for charge transfer to
intersecting tubes as well as to the substrate [26], the dimension-
less potential distribution ¢; along tube i, as well the three-
dimensional potential field in the substrate are given by:

2
d¢i+ >

) cij(¢j - ) +di(d;—¢)=0  (6a)
ds intersecting tubes j
Nlubcs o
Vit 2 dif t(di=§) =0 (6D)
i=1

s

Here c;; is the dimensionless charge-transfer coefficient between
tubes i and j at their intersection point, analogous to Bi. in Eq.
(2a), and is specified a priori; it is nonzero only at the point of
intersection. The term d,, is analogous to Bi, term in Eq. (2a) and
is active only for nanotubes in organic substrates. The electrical
conductivity ratio is o,/o0y. For computing the voltage distribu-
tion, boundary conditions ¢;=1.0 and ¢;=0 are applied to tube
tips embedded in the source and drain regions, respectively. For
the organic substrate, ¢,=1.0 and ¢,=0 are applied at x"=0 and
x"=Lc/d, respectively; for the other boundaries, a treatment simi-
lar to that for the substrate temperature is applied. This computa-
tion of voltage distribution is only valid for low Vpg. For higher
Vps, the complete drift-diffusion equations for electron (n) and
hole (p) transport in the network, coupled to a 3D Poisson equa-
tion for the potential, would need to be solved [27] and the direct
analogy with thermal transport would no longer be valid.

Numerical Method

Network Generation Procedure. We consider a percolating
random network of nanotubes or nanowires of length L, and di-
ameter d randomly dispersed in the midplane of a substrate of
thickness #. Thus the nanotube network is essentially 2D, while
the substrate containing it is 3D, as shown in Fig. 1(b); the geom-
etry in the midplane is shown in Fig. 1(a). The boundaries at y”
=0 and y"=H/d are assumed periodic.

The source, drain, and channel regions in Fig. 1 are divided into
finite rectangular control volumes. A fixed probability p of a con-
trol volume originating a nanotube is chosen a priori. A random
number is picked from a uniform distribution and compared with
p. If it is less than p, a nanotube is originated from the control
volume. The length of source and drain for tube generation is L,,
which ensures that any tube that can penetrate the channel region
from either the left or the right is included in the simulations. The
orientation of the tube is also chosen from a uniform random
number generator. Since the tube length is fixed at L,, all tubes
may not span the channel region even for shorter channel lengths
Lc, depending on orientation. Tubes crossing the y"=0 and y”
=H/d boundaries are treated assuming translational periodicity;
that part of the tube crossing one of these boundaries reappears on
the other side. Tube—tube intersections are computed from this
numerically generated random network and stored for future use.
The analysis is conducted only on the tubes that lie in the channel
region.

Finite Volume Discretization. We now describe the finite vol-
ume discretization procedure [28] used to obtain the temperature
distribution in the tubes and the substrate. A similar procedure is
adopted for solving the potential equation (Eq. (6)). Each tube is
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divided into 1D segments, as shown in Fig. 2(a) and a control
volume balance is performed on each tube segment. Using
second-order accurate linear profile assumptions, this yields the
following equation for the tube segment i

Tg;—Tp,; Tpi—Ty,
5, AT T
Se Sy intersecting tubes j

+hA(T, =Tp;) =0 (7)

Here, &8s, and §s,, are the distances shown in Fig. 2(a); A, is the
contact area between tubes i and j; Tp; is the temperature at the
control volume P for tube i; and Tp ; is the temperature of inter-
secting tube j at the same location. Similar conservation equations
are written for all the tubes in the domain. Energy lost by tube i to
tube j is gained by tube j and vice versa, guaranteeing perfect
energy conservation. A; is the surface area of contact between the
tube segment and the substrate, and 7, is the temperature of the
substrate at the location of the cell centroid of tube segment P.
The substrate is discretized into rectangular control volumes of
extent AxAyAz. Figure 2(b) shows the geometry in 2D for clarity.
Writing a control volume balance over each substrate control vol-
ume and discretizing using linear profile assumptions, we obtain

krA hcA('(TP,j - TP,i)

6
Sa el S o) =0 @)
/=1 ! Axf segments
Here, Tp is the substrate temperature at the centroid of the sub-
strate cell P; f refers to the six faces of cell P; and Ay to the
corresponding face areas. The length Ax; is distance between the
two cell centroids on either side of the face f (between P and E,
for example) and Ty, , is the substrate temperature at the neighbor
cell centroid (E or W, for example). The summation term repre-
sents the heat exchange with all tube segments intersecting the
substrate control volume, and A}, is that portion of the tube seg-
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ment surface area that is ascribed to substrate cell P. In this way,
energy lost by the tube is gained by the substrate and vice versa,
and perfect conservation is guaranteed.

Since the substrate discretization is coarser than the tube dis-
cretization, it is important to account for gradients in the substrate
temperature in determining the term 77 in the tube—substrate heat
exchange in Egs. (7) and (8). Otherwise, significant errors were
found in the calculation, including an inability to reproduce linear
temperature profiles exactly in 1D conduction problems with iden-
tical tube and substrate thermal conductivities. Therefore, the sub-
strate temperature gradient in the plane of the nanotube network is
computed and is used to interpolate the substrate temperature to
the tube centroid location

T, =VTp, Aé+Tp, 9)

Here A¢ is the position vector of tube segment centroid relative to
the cell centroid of the substrate, as shown in Fig. 2(b). The sub-
strate temperature gradient in cell P, VTp, is computed using
second-order central difference operators.

Equations (7) and (8) constitute a coupled equation set for the
tube segment temperatures 7; and the substrate temperatures 7' at
the substrate cell centroids. Though these equations may be solved
for each tube and the substrate sequentially and iteratively [28],
such a loosely coupled procedure fails when the coupling terms
Bi, and Bi, become large. Similar problems occur for long channel
lengths and high tube densities; here the equations become
strongly coupled to each other due to a large number of tube—tube
contacts and a large tube-substrate contact area. Consequently, a
direct sparse solver developed by Kundert [29] is used to solve the
resulting system of equations. To account for randomness in the
sample, most of the results reported here are computed by taking
an average over 100 random realizations of the network. More
realizations are used for low densities and short channel lengths
where statistical invariance is more difficult to obtain due to the
small number of tubes in the domain.

Computation of Effective Lateral Thermal Conductivity.
The lateral thermal conductivity of the composite is computed
using the expression

S ka 2

tubes $

dT,
+ O kAyAz =
dx

x=0  substrate

Hl( Tdrain - Tsource)
Lc

where the first term in the numerator is the heat flow through the
tubes in the lateral direction, while the second term represents the
lateral heat flow in the substrate. The heat flow in both tubes and
substrate is computed at the source—channel junction, x=0.

x=0

(10)

eff =

Results

In this section, we apply the method described in previous sec-
tions to five problems. The first two problems compare numerical
results with analytical solutions. The last three problems address
lateral conductivity calculations in finite-length nanotube net-
works and composites both above and below the percolation
threshold.

Comparison With Analytical Solution. For the simple case of
a CNT composite in which a single CNT is located along the axis
of a cylindrically shaped substrate, the temperature distribution in
both CNT and substrate can be obtained analytically in the pres-
ence of the heat source term inside the CNT. The two ends of the
CNT as well as the two planar ends of the substrate cylinder are
held at a temperature Tj,; the outer cylindrical surface of the
substrate is insulated; and ¢" is the average power dissipated per
unit volume in the CNT (see inset in Fig. 3). An extra term for
Joule heating is added in the Fourier conduction equation for the
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Fig. 3 Comparison of numerically computed dimensionless
temperature distribution in tube and substrate with analytical
results (@ definition corresponds to that in Eq. (11)). The sche-
matic of the tube embedded in the substrate and the boundary
conditions are shown in the inset.

tube [Eq. (2a)]. The temperature distribution inside the tube, 7,
and the substrate, T, can be obtained analytically as

6,= (T, - Ty)/(q"LEIk,) = ae'™ + be™ " + d(x - x2) + g

(11a)
0,= (T, = Ty)/(q"L/k) = [0.5(x = x*) = 6)m  (11b)
where
gle = 1) g(1-e") / 1 - 2fle
=% o T T d=75 g=———
(e\c_e—\t) (e\L_e—\L) c c
L, h,L(1+m) k,
2km km k,

The model developed here is used to compute the temperature
distribution inside the tube and the substrate and compared against
the analytical results. Figure 3 shows a comparison of the com-
puted tube and substrate temperatures for a mesh of 80 tube seg-
ments and 20 substrate cells. The numerical results are in excel-
lent agreement with analytical results.

Transport In the Limit of Zero Contact. In the limit when
there is no contact between tubes (Bi.=0, c;;=0) and between tube
and substrate (Bi;=0, d;;=0) a simple analytical solution for the
heat transfer rate through the domain (and correspondingly the
drain current I, for electron transport) may be derived. Only the
tubes are considered in this 2D planar calculation, and the sub-
strate contribution is neglected. In this limit, the in-plane heat
transfer rate through the composite, ¢, is directly proportional to
the number of bridging tubes Ny (tubes directly bridging source
and drain) but inversely proportional to the tube length contained
in the channel. By computing the number of bridging tubes from
geometric considerations, it may be shown that [26]

N 2 L L Lo \?
o oo (]2
w o \m« L, L, L,

(12)
N 1 -1

The constant of proportionality in Eq. (12) depends on the con-
ductivity of the tubes. Figure 4 shows a comparison of the ana-
lytical result obtained using Eq. (12) with that computed numeri-
cally. The ratio g/q, is plotted, where ¢, is the reference heat
transfer rate at Lo/L,=0.1. One hundred random realizations of

where W is

504 / Vol. 129, APRIL 2007

10
— Computed
¢ Analytical
_ 107
e
o2
(o2 _
107
107 .
10 L/ 10

ct

Fig. 4 Comparison of heat transfer rate in a nanotube network
with analytical results for the case of zero tube-tube contact

the network for the case L=3 um, H=4 um, and p=5.0 um™
are used. The analytical and numerical results are in good agree-
ment with each other, confirming the validity of our approach.
When the channel length becomes comparable to or longer than
the tube length, g/q.s is seen to go to zero; in the absence of
tube—tube and tube—substrate contact, heat, or current can flow
through the tubes only if the tubes bridge source and drain. As a
practical matter, the result in Fig. 4 is applicable to electrical
transport in short-channel CNT/plastic TFTs where the short-
channel lengths imply few tube—tube interactions.

Network Conductance Exponent Calculation. Thin film lat-
eral thermal conductivity measurements are generally difficult to
perform. Here we compare the network conductance predicted
using our model with electrical conductance measurements by
Snow et al. [11]. A pure planar tube network is considered, assum-
ing that the substrate is entirely nonconducting. This is typical of
electrical transport in CN'T/plastic composites. The average length
of the tubes in Ref. [11] ranges from 1 to 3 um. The exact length
distribution of nanotubes has not been reported in Ref. [11]. For
the numerical model, random networks with a tube length of
2 pum are generated, and an average of over 200 random realiza-
tions is taken. The percolation threshold for the network is esti-
mated using pg=1/{L)? to be 0.25 wm=2. Simulations are per-
formed for densities in the range 1—10 um™2 for channel lengths
varying from 1 to 25 um™2, and with a width H of 90 um, corre-
sponding to the dimensionless parameters Lo/L,~0.5-12.5 and
H/L,=45. The device dimensions and tube lengths are chosen to
match those in Ref. [11].

In Fig. 5(a), the normalized network conductance G/G is
shown as a function of L./L, for several tube densities above the
percolation threshold for nearly perfect tube—tube contact (i.e.,
c,~j=50). For long channels (L->L,) there are no tubes directly
bridging the source and drain, and current (heat) can flow only
because of the presence of the network. If the tube density is
greater than the percolation threshold, a continuous path for car-
rier transport exists from source to drain, and G is seen to be
nonzero even for Ly/L,> 1. Figure 5(a) shows that the conduc-
tance exponent, n, is close to —1.0 for the high densities (p
=10 um™2; p*=40), indicating ohmic conduction, in good agree-
ment with Ref. [11]. The exponent increases to —1.80 at lower
densities (1.35 um™2; p"=5), indicating a nonlinear dependence
of conductance on channel length. The asymptotic limit of the
conductance exponent for infinite samples with perfect tube/tube
contact has been found to be —1.97 in Refs. [30,31]. The observed
nonlinear behavior for low density is expected because the density
value is close to the percolation threshold. Snow et al. reported a
conductance-exponent of —1.80 for a density of 1.0 um=2 and
channel length >5 um. For the same device dimensions, this
value of the exponent is close to that obtained from our simula-
tions for a density of 1.35 um™2. At densities close to the perco-
lation threshold, computations are very sensitive to variations in
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Fig. 5 (a) Computed conductance dependence on channel
length for different densities (p) in the strong coupling limit
(c;=50) compared with experimental results from Ref. [11]. For
p=10.0 um~2, G,=1.0 (simulation), and G,=1.0 (experiment).
For p=1.35 um=2, G,=1.0 (simulation) and G,=2.50 (experi-
ment). The number after each curve corresponds to the value
of p used in the simulation. The number in [] corresponds to p
in experiments from Ref. [11]; (b) dependence of conductance
exponent (n) on channel length for different densities (p) based
on (a).

computational parameters. Small variations in experimental pa-
rameters such as tube diameter, nanotube contact strength, tube
electronic properties, as well as the presence of a distribution of
tube lengths (1-3 wm), which is not included in the simulation,
may explain the difference. The contact resistance between the
nanotubes and the source and drain electrodes as well as insuffi-
ciently large samples for ensemble averaging in the experimental
setup may also be responsible. Some evidence of this is visible in
the scatter in the experimental data at low densities.

The dependence of conductance exponent on channel length is
explored in Fig. 5(b) for ¢;=50 and for densities in the range of
2.0-10 um™2, corresponding to p* values of 8—40. For densities
>3.0 um~2 (p">12), the exponent approaches the ohmic limit,
—1.0, with increasing channel length. Larger exponents, corre-
sponding to nonohmic transport are observed for the shorter chan-
nel lengths. This is consistent with experimental observations,
where conductance is seen to scale more rapidly with channel
length for small L [11].

Effective Thermal Conductivity of Nanotube Composites. In
this problem, we compute the effective lateral thermal conductiv-
ity of a nanotube or nanowire composite. These composites may
span a wide range of values of k,/k,, Bi., and Bi;. The thermal
conductivity of free-standing multiwalled CNTs has been mea-
sured at 3000—6000 W/m K [32], though the corresponding val-
ues when embedded in a composite are expected to be far smaller
due to interface scattering. Though bulk silicon has a thermal
conductivity of approximately 150 W/m K at room temperature,
the thermal conductivity of Si nanowires in the
22-115-nm-diameter range is one to two orders of magnitude
smaller due to phonon boundary scattering and confinement ef-
fects [33]. The thermal conductivity of the substrate is generally
low, ranging from 0.1 to 1.0 W/m K, leading to a wide range in
ky/k,. For the present case, we consider values in the 107'-1073
range. The values of the tube—tube contact conductance Bi. and
the tube—substrate contact conductance Bi; are not known. How-
ever, our calculations show that Bi.>5 is tantamount to perfect
tube—tube contact. For Bi, an estimate of the total thermal resis-
tance between silicon nanowires and a planar interface has been
found in Ref. [34] by combining the constriction resistance, gap
resistance, and thermal interfacial resistance; however, the model
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requires the interfacial phonon transmissivity, which must be ob-
tained through experiments or atomistic level simulations. Recent
experiments [35] indicate that for CNTSs in organic liquids, contact
conductance may be extremely low. Yu et al. measured the ther-
mal contact resistance between a carbon fiber and a planar sub-
strate [36]; however, no experimental data are presently available
for CNTs or Si NWs embedded in plastic substrates. For the pur-
poses of this simulation, a value of Bi,=107> is chosen, consistent
with interface resistance values cited in Ref. [35].

Grid independence tests were conducted for the case of Lo/L,
=2.0, H/L,=2, Bi.=10.0, Bi;=107, k,/k,=0.001, and p*=10.0,
corresponding to Ly=4 um, H=4 um, and p=2.5 um~> for non-
dimensional channel length Lo/L, varying from 0.5 to 9 (L¢
=1-18 um). Figure 6 shows the percentage change in the com-
posite thermal conductivity over the substrate value for two dif-
ferent grid sizes. For the first case there are 100 segments per unit
tube length, and mesh of 10X 20X 1 cells is used in the substrate
in the x, y, and z directions, respectively. The second case corre-
sponds to 200 segments per tube, with a mesh of 20 X 40 X 1 cells
in the substrate. The results are seen to differ by less than 0.5%
between the two cases. The simulations presented in this problem
were therefore performed using a mesh of size 100 segments per
tube and a mesh of 10X 20X 1 cells in the substrate. An average
over 200 random realizations is used.

A typical temperature distribution in the tube network and the
substrate is shown in Figs. 7(a) and 7(b). For this case, Lq/L,
=2.0, H/L,=2, Bi,=10.0, Bi,;=107>, k,/k,=0.001, and p“=14.0,
corresponding to Lc=4 um, L,=2 um, H=4 um, and p
=3.5 um~2. Contours of constant temperature in the substrate
would be one dimensional in x for Bi;=0, but due to the interac-
tion with the tubes, distortion in the contours is observed, consis-
tent with the temperature plots in the tube in Fig. 7(b). The depar-
ture from one dimensionality in the substrate temperature profile
is related to local variations in tube density; regions of high tube
density convey the boundary temperature further into the interior.

The effect of thermal conductivity ratio is explored by varying
ky/k, from 107! to 1073 keeping other parameters constant at
Lc/L,=025-7.0, H/L,=2, Bi;=10.0, Bi;=107, and p“=10.0
(Lc=0.5-14 um, H=4 pm, p=2.5 um~2). The lower limit would
correspond approximately to Si NWs in plastic, accounting for
reduced thermal conductivity due to scattering and confinement;
the upper limit would correspond approximately to CNTs in plas-
tic. The percentage increase in composite thermal conductivity
over that of the substrate is presented in Fig. 8. In general, bulk
behavior, whereby the effective thermal conductivity becomes in-
variant with domain size, is obtained for L-/L,>5 or so. Below
this, the composite displays finite length effects and is dominated
by source—drain bridging for L /L,<1. In general, for bulk
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samples, the effective thermal conductivity of the composite may
be as much as 125% above k; for k,/k,=1073. However, this only
implies a value of k. in the 0.25-2.5 W/m K, which is still very
low, signaling incipient thermal problems in nanocomposite TFTs.
As ky/k, is increased, some evidence of finite-length effects may
still be detected for k,/k,<<5X 1073, For higher values, though,
network conductance ceases to be a dominant contributor and the
increase in kg over k, drops to zero, signifying that the substrate
now dominates conduction through the composite. These compu-
tations point to the necessity of accurately characterizing the ther-
mal conductivity of CNTs and Si NWs embedded in substrates. If
the presence of the substrate substantially reduces k,, it is possible
that k,/k; would be relatively high and the network would no
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Fig. 8 Effect of substrate-tube conductivity ratio on k. for
varying channel length: L./L,=0.25-7.0, Bi.=10.0, Bi;=105,
and p'=10.0
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longer provide a significant pathway for heat transfer even if ef-
fective tube—tube contact could be maintained. In this limit, in the
presence of self-heating, the large surface area of contact between
the tubes and the substrate would allow heat to leak from the
network to the substrate, and the primary mechanism for heat
removal would be the substrate. However, since both substrate
and network conductance would be low in this limit, high channel
temperatures and degradation of electrical performance may be
expected.

Electrical Conductivity of CNT-Organic Composites. The
focus of this problem is the prediction of the effective electrical
conductivity of CNT-organic composites. Recently, a 60-fold in-
crease in mobility in organic TFTs has been obtained by dispers-
ing high-conducting CNTs in an organic substrate [13]. The car-
riers flowing from source to drain take advantage of the highly
conducting CNT pathways within the semi-conducting organic
substrate, flowing partially within the semiconductor and partially
through the CNTs. The potential drop across the CNTs is nearly
negligible compared to that in the organic substrate, resulting in
an overall reduction in the potential drop in the channel for a
given drive current. This is equivalent to an effective channel
length reduction, or an effective increase in the mobility or elec-
trical conductivity.

The electrical performance of the organic TFT is characterized
by the relationship between the drain current /, and the gate volt-
age V; for a given source—drain voltage Vpg. The Ip—V; charac-
teristics of organic TFTs for different volume percent of CNTs has
been reported in Ref. [13]. Approximately a third of the CNTs are
reported to be metallic, while the rest are semiconducting [13].
Each type has a different electrical conductivity and this hetero-
geneity must be accounted for in the network model. To reproduce
the Ip—V curves for this type of device, it is necessary to solve
the complete drift-diffusion equations for electrons and holes, in
addition to Eq. (6). However, in the linear regime (low Vpg) and
with V=0, electrical transport in the organic—CNT composite can
be analyzed using Eq. (6). For zero gate voltage, the electrical
conductivity of the organic—-CNT composite is directly propor-
tional to the current flowing through the TFT. Thus the data in
Ref. [13] for V5=0 and low Vpg may be used to deduce the
effective conductivity of the composite and provide an experimen-
tal benchmark against which to test our model.

In order to conduct the computation, it is necessary to deter-
mine the density p of tubes in the matrix. The CNT fraction in the
organic substrate has been reported in terms of volume percent in
Ref. [13], while the present model uses a 2D area density p to
characterize the fraction of CNTs in the substrate. The conversion
between the two different representations of the CNT fraction is
performed in the following way. It has been reported in Ref. [13]
that transistors get shorted at 1% volume fraction of CNT or
greater implying that metallic CNTs begin to percolate at this
volume fraction. From Ref. [14], the percolation threshold for the
CNT network is given by py,=4.2362/ 77L§=5.7 pm~2 using an
average tube length of 1 um [13]. Accounting for the fact that
one-third of the CNTs are metallic, the total density p of the CNTs
at 1% volume fraction may be computed as p=3X5.7
=17.1 ,um‘z. Using this conversion, the volume fraction data in
Ref. [13] may be converted into the area density p needed for our
computation.

Device dimensions reported in Ref. [13] are used in the simu-
lation, and correspond to Lo/L,=20.0, H/L,=4, c;= 1074, and
d;;=107*. The electrical conductivity ratio, o, /o, for metallic
CNTs is taken as 5.0 X 10°, while that for semiconducting CNTs is
5.0 X 10* [37]. The density p is varied in the range 1-17 um™,
below the percolation threshold. The computed electrical conduc-
tivity is presented as a function of dimensionless density p" in Fig.
9. The error bars represent the variability in the prediction for all
the realizations computed. The effective electrical conductivity
o.¢ for both experiments [13] and computations is normalized by
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the conductivity at p'=0.05) of organic transistor against the
experimental conductivity [13]

the experimental o at 0.05% volume fraction (p“=0.05). Nu-
merical results are found to be in good agreement with the experi-
mental observations over the range of tube densities considered.

Conclusions

In this paper, a computational model for thermal and electrical
transport in nanotube composites has been developed and applied
to the determination of lateral electrical and thermal conductivity
of finite thin films. The model has been verified against analytical
solutions, and validated against experimental data for tube densi-
ties above and below the percolation threshold, both for nanotube
networks in the absence of a substrate, as well as for nanotube—
plastic and nanotube—organic composites. Reasonable matches
with experimental data have established the general validity of the
model.

Nevertheless, a number of important issues remain to be ad-
dressed. The model employs thermal contact parameters Bi,., Bi,
and electrical contact parameters c;; and d;;, which are at present
unknown. These must be determined either from careful experi-
ments or from atomistic simulations of tube—tube and tube—
substrate contact. Furthermore, while the thermal conductivities of
individual freestanding nanotubes and nanowires has been mea-
sured and modeled, the modification of these values for tubes and
wires encased in plastic or organic substrates is not well under-
stood. Ultimately, our interest is not only in the simulation of
conductivity but also in the coupled electro-thermal analysis and
design of flexible large-area electronics. Research in these direc-
tions is underway and results will be reported in due course.
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Nomenclature
A = tube cross-sectional area, m
A, = contact area between tubes, m
A, = contact area between tube and substrate, m
Bi. = contact conductance parameter between tubes

2
2
2

Bi; = contact conductance parameter between tube
and substrate
c;; = dimensionless charge-transfer coefficient be-
tween tubes
d = diameter of tube, m

d;; = dimensionless contact parameter for charge
transfer between tube and substrate
conductance, Q!

Journal of Heat Transfer

heat transfer coefficient characterizing tube—

tube contact, W/m? K

h, = heat transfer coefficient characterizing tube—
substrate contact, W/m? K

= height of the channel, m

I, = drain current, A/m?

= effective lateral thermal conductivity, W/m K

thermal conductivity of tube, W/m K

ky, = thermal conductivity of substrate, W/m K

Lc = channel length, m

L, = tube length, m

m = substrate—tube conductivity ratio
n = electron concentration, m™>

P, contact perimeter for tube—tube contact, m
P contact perimeter for tube—substrate contact, m
length along tube, m
substrate thickness, m
= temperature, K
temperature of ith tube, K
T, = substrate temperature, K
T4rain = drain temperature, K

“

\S’\]H'ﬂ
|

Tsource = source temperature, K
v, = phonon group velocity, m/s
Vs = gate voltage, V

Vps = drain—source voltage, V

Greek Symbols
6 = nondimensional temperature
¢; = dimensionless potential distribution along tube

¢, = dimensionless potential distribution in substrate
A¢ = displacement vector from tube segment cen-
troid to substrate cell centroid
o = electrical conductivity, S/m
p = tube density, m~>
pn = tube density at percolation threshold, m™>
p° = dimensionless tube density p/py,
B, = parameter characterizing contact geometry be-
tween substrate and tube
N = mean free path, m

7, = phonon residence time in the tube, s

7, = time scale for phonon boundary scattering, s
T3pn = time scale for three-phonon scattering pro-
cesses, s
Subscripts
¢ = tube—tube contact
= substrate
t = tube
th = threshold
Superscript

* = nondimensional
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Introduction

Wet chemical etching (WCE) is a technique by which materials
can be removed selectively from the surface of a substrate (the
solid). When the reactive fluid called as etchant comes in contact
with the substrate, it erodes the substrate surface and gives a spe-
cific desired pattern on it. This technique has potential application
in the manufacturing of shadow mask for color-television tubes
[1], integrated circuit (IC) devices in microelectronics industries
[2], microelectro mechanical systems (MEMS) devices such as
hinges [3], pressure sensors [4], etc.

Theoretically, the WCE process can be described as a moving
boundary problem as the etchant—substrate interface moves be-
cause of erosion of the substrate surface by the etchant. For the
theoretical analysis of the WCE process, different researchers pro-
posed various mathematical models. These include analytical
models such as the asymptotic solution [5,6] and numerical mod-
els such as the variational inequality approach [7,8], the moving-
grid (MG) approach [7,9-15], the level-set method [16-18], and
the fixed-grid (FG) method [19,20]. Depending on the reaction
rate at the etchant-substrate interface, two possible cases
namely—the diffusion-controlled [5-9,21,10-12,15,19,20] and
the reaction-controlled [7,10-15,20] etching are examined using
the above mentioned mathematical models. These two cases are
studied in the modeling of one-dimensional [9,13,19,20], two-
dimensional [5-9,21,10-12,14-16,22], and three-dimensional
[17] WCE. The effect of flowing etchant in the etching process is
studied by Shin and Economou [10,11], Driesen [12], Kaneko et
al. [14], and Sudirham et al. [15].

The analytical model based on the asymptotic solution is pre-
sented by Kuiken [5,6] to model the two-dimensional WCE. The
asymptotic solution is valid for diffusion-controlled etching using
a dilute etchant. Kuiken et al. [9] presented the exact solution for
the one-dimensional diffusion-controlled WCE. The analytical
treatment is then extended to a two-dimensional diffusion-
controlled WCE based on perturbation principle. The substrate is
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partly protected by a semi-infinite mask (infinitely thin) making it
a two-dimensional etching problem. The analytical asymptotic so-
lution is verified with experiments [21].

The most widely used numerical models for WCE are based on
the MG method. In the MG method, the computational domain is
limited to the space occupied by the etchant. Because of the mov-
ing etchant—substrate interface, the computational domain ex-
pands with time. The etchant concentration is solved using appro-
priate boundary conditions and a specified initial condition. Using
the interface condition at the etchant—substrate interface, the etch-
front velocities are calculated to find the new position of the in-
terface. The process is repeated until the desired etch depth has
been achieved or when the specified etching time has been
reached. Due to the changing computational domain, the compu-
tation mesh has to be regenerated at every time step. As a result,
the computation mesh also moves with respect to time, which
makes the diffusion problem to a convection—diffusion problem.
This is because of the extra convection term associated with the
mesh velocities [7,14]. Further, an unstructured mesh system or a
body-fitted grid system is needed to model the multidimensional
WCE.

Vuik and Cuvelier [7] presented a numerical model for WCE.
The finite-element method (FEM) is used for discretization of the
problem in the space variables and a finite difference method is
used for discretizing the time variable. The MG method and the
variational inequality approach are used to track the etchant—
substrate interface. The mesh velocities in the MG method due to
the movements of the computational grids are taken into account
in the model. Bruch et al. [8] developed a highly efficient parallel
algorithm based on the variational inequality approach for the
same etching problem. Shin and Economou [10] studied the effect
of etchant flow field (forced convection) on the shape evolution of
etching cavities. The FEM was used to solve for the etchant ve-
locity distribution and the etchant concentration distribution in the
etched cavities. The MG method was used to track the etchant—
substrate interface. The extra convection term due to grid veloci-
ties was neglected as the interface moves very slowly. The FEM
model is extended to compare the effects of forced and natural
convection on the shape evolution of etching cavities [11]. Li et
al. [13] presented a one-dimensional moving boundary numerical
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scheme to predict the motion of the etchant-substrate interface
while etching the phosphosilicate-glass (PSG) with hydrofluoric
acid (HF). The one-dimensional model solves a radial diffusion
equation. The fully implicit scheme was used to solve the radial
diffusion equation. Kaneko et al. [14] used a MG approach to
model a two-dimensional reaction-controlled WCE of an alu-
minium substrate using the FEM under etchant flow condition. A
first-order reaction kinetic was assumed. The extra convection
term due to grid velocities was also taken into account. Sudirham
et al. [15] discussed the application of a space-time discontinuous
Galerkin finite-element method for convection—diffusion problems
while simulating the WCE of microstructures. Adalsteinsson and
Sethian [16,17] developed a level-set formulation to simulate
deposition, etching, and lithography in integrated circuit fabrica-
tion using two-dimensional and three-dimensional models. La
Magna et al. [18] used a level-set method for a moving front to
simulate two-dimensional profile evolution in the WCE process.

Chai and co-workers [19,20,22] presented a fixed-grid approach
based on the total concentration of etchant to model the WCE
process. This method is analogous to the enthalpy method used in
the modeling of melting/solidification processes [23-26]. A total
concentration, which is the sum of the unreacted etchant concen-
tration and the reacted etchant concentrations, is defined. The
modified governing equation includes the interface condition. In
this formulation, the reacted concentration of the etchant is a mea-
sure of the etchfront position when etching progresses. Unlike the
MG method, the etchfront is found implicitly using the total con-
centration method. Since the grids are fixed, there is no grid ve-
locity. Hence a diffusion problem always remains a diffusion
problem. Simple Cartesian grid is used to capture the complicated
etchfront evolution in multidimensional etching. The model has
been tested for one-dimensional diffusion-controlled [19] and
reaction-controlled [20] WCE. The method further extended to
model the two-dimensional diffusion-controlled etching [22].

In this paper, the FG method is extended to model the two-
dimensional reaction-controlled WCE. The conventional update
procedure of the reacted concentration assumed the concentration
along the etchant—substrate interface as constant. However, in
reaction-controlled WCE, the etchant concentration can vary
along the interface. Therefore, the conventional update procedure
is not applicable in reaction-controlled situations. Hence, a new
procedure is presented to update the reacted concentration when
etching progresses. The new update procedure is applicable to
both diffusion- as well as reaction-controlled WCE. The effect of
the reaction rate at the etchant—substrate interface on the etching
process is examined.

The remainder of this paper is divided into six sections. In the
next section, a two-dimensional WCE problem, the governing
equation, the interface condition and the boundary conditions are
described. The new update procedure of the reacted concentration
is then discussed. A brief description of the numerical method
used in this article is given. The overall solution procedure is then
summarized. Discussion of the results obtained using the pro-
posed FG method is presented. Some concluding remarks are then
given.

Problem Description and Governing Equation

The schematic and computational domain for the two-
dimensional problem considered is shown in Fig. 1. A gap of half
width a is to be etched in a substrate. For demonstration purposes,
the width of the mask is assumed to be large enough so that the
concentration of etchant far away from the gap will remain unal-
tered at the initial concentration. The initial concentration of the
etchant at r=0 is cy. The etchant solution is assumed relatively
dilute, i.e., the dimensionless etching parameter (defined in “Re-
sults and Discussion” section), 8=1. At t>0, the reaction be-
tween the etchant and the substrate at the etchant—substrate inter-
face results in the reduction of the concentration of etchant
adjacent to the etchant—substrate interface and the depletion of the
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Fig. 1 Schematic of the two-dimensional wet chemical etching
problem

substrate. The concentration of etchant on the boundaries far away
from the gap is kept at the initial concentration, i.e., c=cy. The
origin of the coordinate system is set to the etchant—substrate in-
terface at the center of the gap. Since the problem is symmetrical
about the origin, only half of the domain is considered as shown
in Fig. 1. The governing equation, the interface condition and the
boundary conditions are presented next.

Governing Equation. In the absence of convection, the etchant
concentration within the etchant domain is governed by the mass
diffusion equation given by

o J o J a
x_ —(D—C) + —(D—C> in Q(2) (1a)
at  ox\ ox dy\ dy
The initial and boundary conditions are
Initial Condition at £=0.
c=cy, in Q) (1b)
Boundary Conditions for #>0.
dc
—=0 x=0 le
PN x (1)
c=cy y=h+l (1d)
c=cy x=a+l,, hsysh+l
dc
J,=—D—=0 y=h, as<x<a+l, (1e)
’ ay
and
y=0, asx<a+xyt) (19
dc
J;=—=D—=0 x=a, 0<y<h (1g)
X
-D(i-Ve)=ke on f(z) (1h)

In Eq. (1h), 7 is the unit normal vector to the interface which
points towards the substrate region. The negative sign on the left
side of Eq. (1h) is because of the negative concentration gradient
at the interface as the concentration of etchant at the interface is
always less than the concentration in the bulk. To make the con-
centration gradient positive, a negative sign is multiplied.

Interface Condition for >0 on f(¢).
DMy,
mpPsup

where v is the velocity of the etchant—substrate interface; D is the
diffusion coefficient of etchant; Mg, is the molecular weight of

v=- Ve

(14)
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the substrate; pgy, is the density of the substrate; and m is the
stoichiometric reaction parameter of the etchant—substrate reac-
tion. The normal speed of the etchant—substrate interface v,, is
obtained by dotting both sides of Eq. (1i) with the unit vector 7
normal to the interface which points towards the substrate region.
This can be written as

DM dc
WY A, =0, —
mpPgyp on

where o,=DMg,,/mps,y, is the etching parameter.

(1))

Ooh=—

The Total Concentration Method

In this paper the concept of rotal concentration is introduced
which is defined as

cr=c+cy (2)

where ¢ is the total concentration; ¢ is the unreacted etchant
concentration; and cy, is the reacted etchant concentration, respec-
tively. Physically, cp is the etchant concentration consumed in the
reaction process. As such it is constant except at the etchant—
substrate interface. This is used to capture the etchfront implicitly.
The value of cp changes from 0 to its maximum possible value of
Crmax In a control volume where etching is taking place. The
maximum possible value of the reacted concentration termed
CR.max» 18 the amount of etchant required per unit volume of sub-
strate to dissolve the substrate during reaction. In a unit volume,
there are pgy,/ Mgy, moles of substrate. The reaction between the
etchant and the substrate is given as

S+mE — gP (3)

where S is the substrate; E is the etchant; and P is the product,
respectively. From Eq. (3) it is seen that the amount of etchant
needed to dissolve a unit volume of substrate is mpgy/Mgyp. AS
Cr.max 18 the amount of etchant required per unit volume of sub-
strate to dissolve the substrate during reaction, it can be written as

MPsub
S = — 4
CR,max Msub ( )
The governing equation based on the total concentration is given
as
dc J dc J dc
—T=—<D—)+—(D—> (5)
at  ox\ ox dy\ dy
Combining Egs. (2) and (5), results in
dc  d dc J dc dc
s bt
Jat  ox\ ox dy\ dy ot

Procedure to Update Cy. The conventional ¢y update proce-
dure [20-22] is applicable as long as the unreacted etchant con-
centration along the interface is constant. However, in two-
dimensional reaction-controlled etching, the unreacted etchant
concentration along the interface is not constant as evident from
the boundary condition at the interface (Eq. (1%)). Hence a new
procedure to update cg in the etching-control volume (ECV) is
presented in this section. The ECVs are the substrate control vol-
umes with adjacent etchant control volumes. The new update pro-
cedure is applicable to diffusion- as well as reaction-controlled
etching. Results will show that the current cp update procedure
converges to conventional cp update procedure in diffusion-
controlled etching, where the etchant concentration along the
etchant-substrate interface is closes to zero.

In the proposed update procedure, the interface condition (Eq.
(1)) is used to update cg. As discussed earlier, the reacted con-
centration cg is a measure of the interface displacement. Note that
the normal displacement of the interface can be decomposed into
horizontal and vertical components. Both the horizontal and the
vertical displacements lead to changes in the ¢y value of a control
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Fig. 2 Sketch for evaluation of normal concentration gradient
at the interface

volume. In the proposed procedure the change in the cy value of a
control volume is the maximum of the changes in c; due to the
horizontal and the vertical displacements. For a two-dimensional
problem, this can be written as

Acg=max(Acg g, Acg w, Acg v, Acg s) (7)

In Eq. (7), Acgp and Acgyy are the changes in the reacted con-
centrations due to the horizontal displacements Sxg and dxyy, re-
spectively. The remaining two terms in Eq. (7) are the changes in
the reacted concentrations due to the vertical displacements. The
relation between Acg y and the vertical displacement dyy can be
written as

Acgy

Syw(x.1) = Ayp (8)

R,max

where dyy, Acgy, and Ayp are the vertical displacement due to
etching by the etchant adjacent to the north interface, the resulting
change in the reacted etchant concentration, and the height of the
control volume P, respectively. A procedure to calculate the dis-
placement and the resulting reacted concentrations is described
next.

Figure 2 shows the locations of the etchfront at two consecutive
times namely, 7 and 7+ Af. At a given x location, the vertical dis-
placement dy is related to the speed normal to the etchfront by

_An dycos 6
TA T A
In Eq. (9), An is the displacement normal to the etchfront and 6 is

the angle subtends by the normal with the vertical. The term &y
can be approximated as

)

8y =y(x,t+ Ar) — y(x,1) = %At (10)
Combining Eq. (9) and (10), gives
v, = » cos 6 (11)
ot

From the interface condition, the same speed can be obtained
from the normal concentration gradient and the reaction rate via

. Jdc dc
v,,=—¢Te(s1n 60— —cos 0—) (12)
ox dy
Combining Eq. (11) and (12), results in
a 2 [ [ dc d
—yza'g(—c——ctan 0)=Ue<_c+_c_y) (13)
ot dy ox dy oxox

The proposed cp update procedure is obtained by combining Eqgs.
(8) and (13). This can be written as
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Fig. 3 Etching control volumes undergoing etching

0 + AtD dc At D dc
. —__ T CRwW
C = o AyP ﬁy Axw CR,maX dx (14)
RN 1 ﬁ D ﬁ

Axw CR,max ox

Equation (14) is the recursive equation for the cg value due to the
vertical displacement of the interface in contact with an etchant at
the north interface of the ECV. The concentration gradient terms
in Eq. (14) can be evaluated in each ECVs (as shown in Fig. 3(a))
as

Je_n=Cr (154)
dy Ay,
ﬁ _Cri—Cw
o Ax,

where cp is the interface unreacted etchant concentration in the
ECV evaluated by using the boundary condition at the interface
(Eq. (1h)); cw and cy are the unreacted etchant concentrations in
the neighboring control volumes at west and north of ECV, re-
spectively; Ax,,=xp—xy; and Ay,=yy—yp. Following the same
procedure as discussed above, a recursive equation for cg g can be
obtained, when the vertical displacement of the interface is due to
the etchant at the south interface of ECV.

With a similar approach, it can be shown that the horizontal
motion of the interface is given by

ox ( dc

(15b)

(16)

—=-o0,

M)
ot

ox - dy dy

The horizontal displacement dxyy is related to change in the re-
acted concentration Acg y as

Acgw

Sxy(y,1) = Axp (17)

R,max
where dxy, Acg y, and Axp are the horizontal displacement of the
interface due to etching by the etchant adjacent to the west inter-
face, the resulting change in the reacted etchant concentration, and
the width of the control volume P, respectively. Combining Eqgs.
(16) and (17), gives cg due to the horizontal motion of the inter-
face as

o AtDdc At D dc
CRP™ N . " A T CRs
A]CP ox Ays CR,max (9_)7
At D dc
Ay s CR,max (?y
The above equation represents the recursive equation for the cp
value due to the horizontal displacement of the interface in contact

(18)

CRW=
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with an etchant at the west of the ECV. The concentration gradient
dcldx in Eq. (18) can be obtained by using Eq. (15b) and dc/dy
can be evaluated in each ECV (as shown in Fig. 3(b)) as

dc Cpyr—Cs

19
dy Ay, (19)

where cg is the unreacted etchant concentration in the neighboring
control volume at south of ECV and y,=yp—ys. Following a simi-
lar procedure a recursive equation for cg  can be obtained, when
the horizontal displacement of the interface is due to the etchant at
the east of ECV. The final cg value for an ECV is taken as the
maximum of the cy values due to the horizontal and the vertical
displacement of the interface as given in Eq. (7). The other two cg
updates in Eq. (7) can be derived without any new concept and are
left for explorations by the interested readers.

Initial Unreacted Etchant Concentration in the ECV. When
etching starts in an ECV in the current time step, the initial unre-
acted etchant concentration (from the previous time step) of the
ECV is approximated using the boundary condition of the inter-
face as given in Eq. (14). The initial unreacted etchant concentra-
tion is the maximum of the interface concentrations due to the
chemical reaction from all possible directions. This can be written
as

= max(c(,),, £ c% W c% " c(},’ ) (20a)
0 cE
=—2* 20b
CP’E kpre ( )
|4
Dy
0 &t
. e —— 20 9
Crw kpAx,, (200)
1+——
Dy
0 cy
Cpy=—""—"" 20d
PN kPAyn ( )
1+
Dy
0 cs
c 20
P kPAy.\' ( e)
1+ ——
Dy

where cg’E., cOP,W, Cg,N’ and COR’S are the.‘, initial unreacted etchant
concentration due to the chemical reaction from east, west, north,
and south interfaces of the ECV, respectively. The superscript m is
the mth iteration of the current time step.

Numerical Method

In this paper, the finite-volume method (FVM) of Patankar [27]
is used to solve the governing mass-diffusion equation (Eq. (6)). A
brief description of the major features of the FVM used is given
here. A detailed discussion of the FVM is available in Patankar
[27]. In the FVM, the domain is divided into a number of control
volumes such that there is one control volume surrounding each
grid point. The grid point is located at the center of a control
volume. The governing equation is integrated over each control
volume to derive an algebraic equation containing the grid point
values of the dependent variable. The discretized algebraic equa-
tion for each control volume P is

aptp= aop¢(1)n +ayby+ apdp+aydy+ asps+ ScAVp
(21a)

where the coefficient ap is given as
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apza%+aw+aE+aN+as+SpAVP (21[7)

In Egs. (21a) and (21b), ¢ is the variable to be evaluated in each
control volumes; a is the coefficient of the discretization equation;
AV is the volume of the control volume; and the terms S and Sp
represents the source terms of the discretization equation. The
subscripts W, E, N, and S in Egs. (21a) and (21b) represent the
neighboring control volumes at west, east, north, and south of the
control volume P, respectively. The discretization equation then
expresses the conservation principle for a finite control volume
just as the partial differential equation expresses it for an infini-
tesimal control volume. The resulting solution implies that the
integral conservation of mass is exactly satisfied for any control
volume and of course, for the whole domain. The resulting alge-
braic equations are solved using a line-by-line tri-diagonal matrix
algorithm. In the present study, a solution is deemed converged
when the maximum change in the concentration and the maxi-
mum change in the reacted concentration between two successive
iterations are less than 107!,

Overall Solution Procedure

The overall solution procedure for the proposed total concen-
tration method can be summarized as follows:

1. Specify the etchant domain, the substrate domain, and the
mask region. Ensure that the etchant—substrate interface lies
on the interface between two control volumes;

2. Set the initial etchant concentration as ¢ in the etchant do-
main and zero in the substrate domain including the mask
region;

3. Initially set cg to O in the substrate domain including the
mask region and t0 Cg . in the etchant domain, respec-
tively;

4. Advance the time step to t+At;

5. Identify the ECVs. These are the substrate control volumes
with adjacent etchant control volumes;

6. Set the initial etchant concentration using Eq. (20a) in the
ECVs if etching starts in those ECVs;

7. Set the unreacted etchant concentration to zero in the mask
and substrate regions (except the ECVs). One possible way
to do this is by adding a big number in the denominator term
while evaluating the concentration at a given node point
(e.g., by setting Sp to a big number in Eq. (215) to make ¢p
to zero in Eq. (21a));

8. Calculate c?, in the ECVs to ensure that the interface condi-
tion is satisfied with a finite time step size;

9. Set cp to ¢ as the initial guess;

10. Solve Eq. (6) for the unreacted concentration;

11. Update the reacted concentration (cg) in the ECVs using

Eq. (7); and
12. Check for convergence

(a) If the solution has converged, then check if the re-
quired number of time steps has been reached. If yes,
stop. If not, repeat 4—12; and

(b)  If the solution has not converged, then check the cal-
culated reacted concentration

e If cg<Cpgmax repeat 10-12; and
o If, cg=Cp max then set cg=cp max and repeat 5-12.

Results and Discussion

The two-dimensional problem shown in Fig. 1 is modeled using
the proposed total concentration approach. Due to the symmetry
of the problem about the y axis, only half of the domain is used
for computation as shown in Fig. 1. For ease of presentation, the
following dimensionless variables are defined

X=xla (22a)
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The nondimensional width of the mask is taken as L;=/,/a=6.5
and the dimensionless height of etchant is taken as L3;=/3/a=6.5.
The width and thickness of the substrate are taken as Lg,,=1
+L,=7.5 and L,=[,/a=1.0, respectively. The mask thickness is
taken as infinitely thin. This is done by setting H=h/a=0.005 in
this paper. Further decrease in the mask thickness does not alter
the solution.

A grid refinement study was performed to ensure the solutions
to be grid independent. Figure 4 shows the evolution of etch pro-
files at four different nondimensional times for the dimensionless
etching parameter; S=100 and the dimensionless reaction param-
eter (known as Sherwood number); Sh=1. Three dimensionless
grid sizes namely, — 0.04, 0.02, and 0.01 are chosen for this study.
The dimensionless time step size is Ar*=0.01. It is found that by
decreasing the grid size beyond 0.02 does not alter the etchfront.
The dimensionless time step, At"=0.01, also produces the time
independent solution. Hence, 0.02 X 0.02 grid size is used in this
paper.

Figure 5 shows the etch profiles obtained from the present FG
method compared with the existing MG method [10,15] and the
analytical asymptotic solution [6] (valid for infinite reaction rate
with dilute etchant). Figure 5(a) shows the comparison for
reaction-controlled etching with the finite element based MG
method proposed by Sudirham et al. [15]. Figure 5(b) shows a
comparison for diffusion-controlled etching with the finite ele-
ment based MG method proposed by Shin and Economou [10]
and the analytical asymptotic solution proposed by Kuiken [6]. A
nondimensional number Sh (defined in Eq. (22f)) called as Sher-
wood number determines the reaction rate at the etchant—substrate
interface. Based on the reaction rate at the interface, two cases are
examined, namely the reaction-controlled (Fig. 5(a)) and the
diffusion-controlled (Fig. 5(b)) etching. The diffusion-controlled
etching is associated with the infinitely fast reaction at the
etchant—substrate interface, which corresponds to large values of
Sh (of the order of 103). It is found that with Sh=1000, the
diffusion-controlled condition is achieved, as further increase in
Sh beyond 1000 does not alter the etchfront. For a reaction-
controlled case the Sh is taken as 1.0, which accounts for finite
reaction rate at the interface. It is seen that the FG method is
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Fig. 5 Comparison of etch profiles for: (a) reaction-controlled
etching (Sh=1); and (b) diffusion-controlled etching (Sh
=1000) with 8=100

predicting the etch profiles accurately. The bulging effect near the
mask region is more pronounced with large values of Sh. It is
because of the high rate of diffusion of etchant near the mask
region. Since the diffusion-controlled etching is associated with
infinitely fast reaction at the interface, hence the etchant diffusion
rate controls the etching process. The fresh etchant is more readily
available near the mask corner due to the high rate of diffusion,
thereby increasing the etch rate near the mask. As a result, bulging
is seen near the mask corner in diffusion-controlled etching.

Figure 6 shows the concentration contours near the etchant—
substrate interface for two limiting etching conditions: the
reaction-controlled etching and the diffusion-controlled etching
based on the magnitude of Sh. The dimensionless etching param-
eter is B=100. Figure 6(a) shows the dimensionless etchant con-
centration contours near the etchfront at times ¢*=25 in reaction-
controlled etching for which the magnitude of Sh is 1. It is seen
that the concentration is finite (C=0.34) just adjacent to the etch-
front. However, when the magnitude of Sh is large, the etchant
concentration just adjacent the etchfront closes to zero as shown
in Fig. 6(b) for Sh=1000. It is also seen that the gap between the
two adjacent contours for diffusion-controlled etching is smaller
than the corresponding gap in reaction-controlled etching near the
mask corner. This gives a higher concentration gradient near the
mask corner when the etching is diffusion limited compared to the
reaction-controlled limit. As a result, the etch rate is higher which
produces a significant bulging of etch profiles near the mask cor-
ner.

A comparison of two update procedures, namely the current
update procedure and the conventional update procedure
[19,20,22] of the reacted concentration (cg) for diffusion-
controlled etching (Sh=1000) is shown in Fig. 7. The dimension-
less etching parameter 3 is 10. It is seen that the new ¢y update
procedure produces the same etchfront as obtained with the con-
ventional update procedure. Hence the current update procedure
of ¢k reduces to the conventional update procedure in diffusion-
controlled etching.

Figure 8 shows the evolution of the etchfront at different times
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Fig. 6 Etchant concentration contours near the etchfront for
p=100: (a) reaction-controlled etching (Sh=1); and (b)
diffusion-controlled etching (Sh=1000)
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Fig. 7 Comparison of two update procedures of reacted con-

centration (cp) for diffusion-controlled etching (Sh=1000) with
p=10
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Fig. 8 Evolution of etch profiles at different time levels for
finite reaction at the interface with g=10

when the interface reaction rate is finite. The effect of finite reac-
tion on the etching process is studied using two values of Sh,
namely 1 and 0.1. It is seen that the bulging effect is less pro-
nounced near the mask region. This is unlike the case with the
large values of Sh where significantly noticeable bulging is seen
near the mask region. This is because the etching process in
reaction-controlled etching is governed by the rate of reaction at
the interface. Due to the slow rate of reaction at the interface, etch
rate is slower near the mask region as compared to the diffusion-
controlled case. As a result, the bulging is not significantly pro-
nounced. It is seen from Fig. 8(b) that for Sh=0.1, the etch pro-
files at equal interval times are nearly equidistant. This is due to
the nearly constant concentration gradient at the etchant—substrate
interface. When the reaction rate at the interface is very slow, the
decrease in the etchant concentration at the interface due to reac-
tion has negligible effect on the bulk etchant concentration.
Hence, the concentration gradient is nearly constant. Since the
velocity of the interface is directly proportional to the concentra-
tion gradient (Eq. (1i)), the etchfront velocity is also constant. As
a result the etch profiles are nearly equidistant.

The effect of the reaction rate on the etch profile evolution is
shown in Fig. 9. The dimensionless etching parameter is taken as
B=10. The etch profiles are studied at nondimensional time ¢*
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Fig. 9 Effect of reaction rate on etch profile shape
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Fig. 10 Concentration contours at f=20 for g=10: (a) con-
tours for Sh=0.1; and (b) contours for Sh=1.0

=20. It is seen that the tangent to the etch profile with Sh=1.0
subtends an angle with the mask layer which is less than the
corresponding angle subtended by the tangent with Sh=1000.
This can be explained by considering the horizontal motion of the
interface below the mask for the above two values of Sh. The
horizontal motion of the interface is governed by Eq. (16). When
the value of Sh is large, the etchant concentration at the interface
closes to zero. Hence, the concentration gradient along the y di-
rection is negligibly small. As a result, the second term on the
right hand side of Eq. (16) is negligible. But with the smaller
value of Sh, due to finite concentration gradient along y direction,
that term has significant effect, which gives an additional horizon-
tal displacement of the interface below the mask, thus resulting in
a smaller angle.

Figure 10(a) shows the concentration contours for Sh=0.1 and
Fig. 10(b) shows the concentration contours for Sh=1.0. It is seen
that as Sh increases from 0.1 to 1.0, the concentration of etchant
near the interface decreases. This is because of the increase in the
reaction rate at the etchant—substrate interface with the increase in
Sh. As the reaction rate increases, the consumption of etchant at
the reaction interface increases which results in decreased etchant
concentration near the interface.

Concluding Remarks

A fixed-grid method based on the total concentration of etchant
has been presented for two-dimensional WCE. In the proposed
approach the governing equation includes the interface condition.
The etchfront position can be found implicitly using the proposed
method. A new procedure to update the reacted concentration is
presented. The method has been applied to model the two-
dimensional diffusion- and reaction-controlled etching. For dem-
onstration purposes, the finite-volume method is used to discretize
the governing equation. The results from the present approach are
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compared with the results from other existing methods from the
literature. The results show that the etchfront profile can be pre-
dicted accurately using the proposed method.

Nomenclature
a = coefficient of the discretization equation
¢ = unreacted etchant concentration
cp = reacted etchant concentration
Crmax = mMaximum possible value of the reacted
concentration
cr = total concentration
D = diffusion coefficient of etchant
Mg, = molecular weight of the substrate
m = stoichiometric reaction parameter
t = time
t = nondimensional time
Sh = Sherwood number
v, = normal speed of the etchant—substrate interface
x, y = coordinate directions
X, Y = nondimensional coordinate directions

Greek Symbols
a = under-relaxation factor
B = nondimensional etching parameter
V = vector differential operator
At = time step
psuy = density of the substrate

Subscripts
Et = the etchant
o = initial
P = control volume P
Sub = the substrate
T = total

Superscripts
m = iteration number
0 = previous time step
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Modeling of Fluid Dynamics and
Heat Transfer Induced by
Dielectric Barrier Plasma
Actuator

Glow discharge at atmospheric pressure using a dielectric barrier discharge can induce
fluid flow, and can be used for active control of aerodynamics and heat transfer. In the
present work, a modeling framework is presented to study the evolution and interaction of
such athermal nonequilibrium plasma discharges in conjunction with low Mach number
fluid dynamics and heat transfer. The model is self-consistent, coupling the first-
principles-based discharge dynamics with the fluid dynamics and heat transfer equations.
Under atmospheric pressure, the discharge can be simulated using a plasma—fluid instead
of a kinetic model. The plasma and fluid species are treated as a two-fluid system coupled
through force and pressure interactions, over decades of length and time scales. The
multiple-scale processes such as convection, diffusion, and reaction/ionization mecha-
nisms make the transport equations of the plasma dynamics stiff. To handle the stiffness,
a finite-volume operator-split algorithm capable of conserving space charge is employed.
A body force treatment is devised to link the plasma dynamics and thermo-fluid dynamics.
The potential of the actuator for flow control and thermal management is illustrated
using case studies. [DOI: 10.1115/1.2709659]

Keywords: aerodynamics, heat transfer, plasma, actuator, flow control, dielectric,

discharge

1 Introduction

Recent research [1-4] on the efficient generation of ionized
fluid in a glow discharge at atmospheric pressure using a dielectric
barrier discharge (DBD) technique has attracted interest from the
thermo-fluid dynamics and control communities. The largely
athermal surface plasma generation investigated in the above stud-
ies can be used for achieving flow control by modifying the flow
structure through electrohydrodynamic (EHD) effects [1]. A typi-
cal flow control application is illustrated in Fig. 1 where an insu-
lator separates the electrodes powered by a radio frequency
(1-50 kHz) alternating voltage (1-20 kV) for actuation at atmo-
spheric pressure. The collisional plasma under such pressures can
result in a significant momentum exchange with the neutral spe-
cies. The effect of the plasma generated EHD flow on a surface
manifests as a wall jet-type flow. This can be used to inject mo-
mentum in regions of adverse pressure gradients, boundary layers,
and high heat flux. Compared to mechanical devices such as syn-
thetic jets [5], the glow discharge actuator involves no moving
parts, and can offer control capabilities in complementary fashion.

The detailed mechanism of EHD flow generation induced by
the DBD is still being investigated although the concept behind
the force generation is believed to be from collision-dominated
effects [1,4,6]. The coupled plasma—fluid problem is inherently
nonlinear and exhibits wide ranges of time and length scales. Ex-
perimental and analytical studies of atmospheric pressure glow
discharge plasma-based flow were conducted by Roth et al. [2];
EHD body force was modeled as an electrostatic force acting on
the charged particles which impacts the neutral gas. Enloe et al.
[4] studied the plasma morphology and operating mechanism us-
ing optical measurements using a photomultiplier tube (PMT)
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which revealed the characteristic temporal and spatial structure.
Parametric studies for improving actuator design [6] for separa-
tion control were studied by means of experiments in [3,4,7,8].
The plasma operation significantly reduces the size of the separa-
tion bubble. Chan [9] applied plasma-based EHD flow control in
the study of acoustic effects in subsonic cavity flows. There have
also been efforts to use plasma-based actuators in the context of
turbulent boundary layer flow control [10].

The effect of the plasma on the fluid can be modeled as a
localized body force [1] on the neutral particles. Most of the in-
vestigations so far have been based on experimental observations
and phenomenological arguments using simplified models [1-3].
Shyy et al. [1] proposed that the asymmetries introduced through
the electrode arrangement and consequently the discharge struc-
ture has a significant role to play in the generation of glow-
discharge-induced flow. This model employs prior knowledge gar-
nered from the discharge visualization studies [11] such as the
discharge duty cycle, assumed species-density distributions, and a
linearized electric field distribution. The objective of such a body
force formulation is to develop modeling concepts to account for
the plasma-induced momentum imparted to the fluid. The above
mentioned analytical-empirical model represents a time-averaged
body force component acting on the fluid given as

— At
FtavezpcecE§7 (1)

where E is a linearized electric field; p.e. is the charge density
(assumed uniform); A¢/T is the discharge duty cycle; and & is a
binary valued multiplier which is zero outside the region of dis-
charge operation and one otherwise. The discharge region is actu-
ally determined from experimental visualization for this case and
is modeled as shown in Refs. [1,2]. This modeling is based on the
observation that the discharge operation time scale is much larger
than that for the fluid flow. The above linearized body force model
was also adopted by Gaitonde et al. [12] for modeling plasma-
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based separation control in a NACA 0015 wing section.

The limitations imposed by the above analytical-empirical
models include dependence on parameters which need to be ex-
perimentally measured and preclude predicting the resulting flow
field. An improvement to the above is the self-consistent force
field model developed from fundamental plasma dynamics prin-
ciples [13]. Computational modeling of discharge plasmas can be
classified into three types, namely, fluid models, kinetic/particle
models and hybrid approaches [13], as shown in Fig. 2. Kinetic
models involve the solution of the Boltzmann equation [14] for
the species velocity or energy distribution function in both space
and time or particle simulations, often using Monte Carlo meth-
ods, and are generally computationally more expensive than the
fluid models. The fluid models consist of a few moments of the
Boltzmann equation. However, the choice of the model is also

AC voltage
Source
(5-10 KV,1-20KHz)

lllustration of glow discharge induced fluid flow

dependent on the regime of modeling interest. Particle techniques
such as Monte Carlo methods are used to model the collision
term. Particle-in-cell (PIC) techniques have been used for dis-
charge modeling in Refs. [14—16]. However, for the simulation of
higher pressure discharges (~100 Torr or higher), the velocity
probability distribution function can be assumed to be close to
equilibrium and, therefore, fluid models can adequately capture
the relevant physics [14] and will be the focus of the present
study.

Fluid models have been used to model both high- [17,18] and
low-pressure [ 19-21] discharges. Colella et al. [20,21] employed a
space-charge conserving finite difference method for low-pressure
discharge modeling using local grid refinement in two dimensions.
Multidimensional studies [22-24] at atmospheric pressures have
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Fig. 2 Plasma modeling hierarchy
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been attempted only recently in the context of modeling DBD
plasma-induced flow effects. Roy et al. [22,23] proposed a self-
consistent two-dimensional DBD fluid model for helium gas with
application to separation control using the finite-element tech-
niques. Singh et al. [24], in a related paper, present a parametric
study of the different conditions in an asymmetric discharge con-
figuration. The present and the above-mentioned modeling studies
employ similar two-fluid systems to model the plasma species and
the neutral fluid, coupled through dynamic forces and pressure
interactions. However, the numerical framework and the modeling
details are different.

Computationally, the combined discharge physics and thermo-
fluid transport is a challenging problem due to multiple nonlinear
partial equations with strong source terms, and widely distributed
length and time scales. The disparate length and time scales make
the system computationally stiff, often requiring that computa-
tional simulations be conducted with very small time-step sizes.
Roy et al. [22,23] used a globally implicit finite element procedure
where the system of species continuity and momentum equations
are assembled as part of a global matrix to solve for the solution
vector. Globally implicit integration methods are attractive be-
cause, for linear problems, they are unconditionally stable but are
computationally expensive in highly nonlinear situations. Alterna-
tively, a sequential solution approach has been employed by Ham-
mond et al. [19] and Colella et al. [20,21].

In the present study, we have employed an operator-split se-
quential solution algorithm which can handle the plasma fluid
model. In using timesplit algorithms for processes operating in a
wide range of time scales, the choice of time-step size is typically
determined by the smallest time scale, but need not necessarily be
chosen as such. To speed up the solution procedure, an interme-
diate time scale is chosen to advance the overall system in time,
while the faster processes are advanced by subcycling within the
time step. Also, a predictor—corrector approach is used to ensure
sufficient coupling between the solution variables. The method is
employed to model the plasma dynamics in an asymmetric elec-
trode configuration similar to that shown in Fig. 1. We also inves-
tigate the effect on the flow field using the resulting body force
field in a low Reynolds number flow regime. The present study is
part of an ongoing effort to develop a capability to study fully
coupled multidimensional plasma dynamics with the fluid flow.

The rest of the paper is organized as follows. Section 2 presents
the plasma fluid model along with the techniques employed to
handle multiscale discharge dynamics and the Navier—Stokes
equations for fluid flow. In Sec. 3, we present some representative
results for the two modeling approaches discussed above. A two-
dimensional (2D) helium discharge in an asymmetric electrode
arrangement is modeled using the self-consistent force model
along with the resulting flow field. This is followed by a study to
assess the fidelity of the body force model [1] with experimental
data reported by van Dyken et al. [6]. In order to illustrate the
potential of the discharge actuator, representative fluid flow and
heat transfer applications are presented.

2 Numerical Model

2.1 Fluid Model for Discharge Equations. The fluid model
used consists of the first few moments of the Boltzmann equation
for the various species with a near-Maxwellian distribution func-
tion. The plasma is considered as a multicomponent fluid com-
prised of two types of primary species, namely, ions and electrons
(represented by subscripts “i” and “e”, respectively).

2.1.1 Continuity Equation.

Electrons

an,
; +V- (neve) =n,S;,—rnn, (2)

Tons
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Table 1 Representative time scales in the problem

Time scale Order
Operating frequency timescale, 7, e lz T T
w f
Ton drift 74,0, —— L 0(1049T
' Vion
Electron drift 7y, . _L o101
dr,e Ve
Dielectric relaxation 7y . gk o(10°)T
diel e NV(,
Ionization timescale 7, . =l o(107°%T
’ ¢ VC
on;
Ftl +V-(np) =n.S; —rnn, (3)

Here, the source terms on the right hand side represent the
reaction/ionization processes which result in the creation (S) or
destruction (r) of the species, as applicable.

2.1.2 Momentum Equation. The momentum equation for the
species at high pressures can be reduced to the drift-diffusion
form which neglects the inertial and unsteady terms and balances
the thermodynamic pressure gradient with the drift force and col-
lision terms.

Electrons
nepE=VnD,)=no, 4)

Ions
niwE = V(nD;) = n;

As long as the thermal velocity is comparable to the drift ve-
locity and we are in the continuum regime (y/L= < 1), the inertial
components in the momentum equation can be neglected. What is
realized is a balance between the collision/ionization effects and
the drift-diffusion components.

(for high-pressure discharges) (5)

2.1.3 The Electric Field Equation. The electric field E is ob-
tained using the solution of the Poisson equation, given by
e(n;—n
V.- (eE) = M (6)
€0
Defining a source/ionization frequency to simplify the source
term, we can write

v. =S, —rn; (7)

We denote the reference number density, species velocity, length,
time, electric field by N, Vj,, L, 7 and E, respectively. To give an
idea of the characteristic time scales in the system, their represen-
tative orders of magnitude based on a rf discharge operating at a
few kHz based on helium gas [11] are given in Table 1.

2.2 Solution Algorithm. The operator-split algorithm capable
of efficiently handling the different time scales arising from the
various processes such as ionization, convection, and diffusion is
embedded as part of a projection method to enhance coupling
between the various species equations being solved.

The split solution algorithm consists of the following steps:

1. Predictor step;
2. Solution of the electric field equation; and
3. Corrector step.

2.2.1 Predictor Step. Here the species continuity Egs. (2) and
(3), along with the drift-diffusion momentum Egs. (4)—(6) are in-
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tegrated using lagged values for the various coefficients (as they
are a function of the electric field E). The source term is integrated
using a higher-order (fifth-order) backward difference formula
(BDF) using the CVODE solver [25]. The convection and diffu-
sion operators can be treated either implicitly or explicitly. In this
case, we employ a second-order upwind for the convection term
and second-order central difference for the diffusion term. The
continuity equation can be written as

on

L4V (ng) = v ®)
at

Three types of splitting are popular, namely (1) the standard first-
order splitting, (2) Strang splitting, and (3) source splitting. In the
following, we offer a brief description of these splitting tech-
niques. The technique adopted in the present approach is source
splitting.

1. First-order splitting. The first-order splitting was employed
by Colella et al. [21] and can be written symbolically as

i, = TYH(AL)S(ADn! )

where § is the reaction operator integrated using the ordi-
nary differential equation (ODE) solver [25] and T is the
transport operator. M is the number of substeps used for the
transport term integration to march to the global timestep At
and At'=At/M,, is the substep size.

2. Strang splitting. Here, the transport term integration is usu-
ally split into two halves to achieve the symmetry since the
ODE solver used in the reaction part is more computation-
ally burdensome.

it = TMVH(AL)S(AD TV (AL )n] (10)

3. Source splitting. Source splitting [26] has certain advantages
over the standard first-order splitting and the higher-order
Strang splitting methods. The Strang splitting is formally
second order which is achieved by splitting the operators
symmetrically. It is worth noting that, in both the first-order
and Strang splitting procedures, the initial guess for the re-
action part is not directly from the previous time step, but
after a half or full time step of the transport term integration.
This results in the introduction of stiff transients in the so-
lIution which are nothing but an artifact of the splitting er-
rors. These can be highly significant in the presence of
strong nonlinearities. To overcome the solution discontinui-
ties which give rise to stiff transients in the above two split-
ting methods, the source splitting treats the transport as a
piecewise constant source. For example, we can write

i, = S(ADn!

and

h=—— (11
Therefore, we have

i = [T(Ar") + my(Ar) e (12)

where § is the reaction operator integrated using the ODE
solver CVODE [25] and T is the transport operator. M|, is the
number of substeps used for the transport term integration to
march to the global time step Az. The ODE solver employs a
fifth-order BDF for time integration with Newton iteration
for nonlinearity.

2.2.2 Solving the Electric Field Equation. Now that we have
the predicted values of the species densities, 71;, we can use it to
update the electric field by solving the following Poisson equation
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k

V- (e,E™") = (13)

8()

where ¢ is the signed charge content of each species. The elliptic
solver employed in the present study is either the Gauss—Seidel
method with successive over-relaxation or the algebraic multigrid
method.

2.2.3  Corrector Step. At the end of the previous step, the pre-
dicted species densities 77, and the electric field at the new time
level E™! are available and the corrected densities are obtained
using the updated coefficients.

One of the important aspects is to determine the proper choice
of the global time step Ar and the number of substeps M, which
would require balancing computing efficiency with stability.
Choosing Af too small will make the computation inefficient and
a reasonable choice in this case is the slower species convection
time scale. Also, issues such as dynamic equilibrium and nonlin-
earity can affect the solution procedure and the size of the global
time step. While subcycling is an important technique for improv-
ing accuracy and stability, its ability to increase the global time
step is limited. It is important to gauge the overall accuracy with
the global time step size.

It is noted that for the low speed, i.e., incompressible fluid flow
applications, which is the current focus, the fluid characteristic
time scales are much larger than that of the operating plasma
dynamics. Hence, we can safely treat the coupling between the
fluid and plasma physics as one way, i.e., from the plasma to the
fluid by means of the body force model. A more detailed discus-
sion has been presented in Ref. [13]. To extend further, if the fluid
dynamic time scales become comparable, then the two-way cou-
pling will need to be handled and the fluid solution advancement
should be performed using the global time-step size.

2.3 Navier-Stokes Equations. The neutral fluid is modeled
using the Navier—Stokes equations and the energy transport equa-
tion for a steady, incompressible flow. The body force terms,
which are added to the momentum equations, couple the discharge
effects to the fluid flow. As discussed earlier, the disparity in the
time scales between the low-speed flow and the high-frequency
actuator operation enables the treatment of the plasma body force
in a quasi-steady manner. The fluid is assumed to be incompress-
ible in view of the plasma being essentially isothermal. In the
following, governing equations in the two-dimensional form are
presented

GA B IC —
—+—+—=D (14)
at  ox dy
where
p pu
IZZ pu ) EZ pu2+p_7-xx .
pv puv = Ty
e u(e = p) = Tou — 730 =k, T
pU
_ UL — Ty,
C= p ) Xy
puT— Ty, +p
u(e + p) = Tyu — 7,0 — kd, T
and
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The F, and F are the body force terms calculated from the solu-

tion of the plasma dynamics, as

Fo=E2 g Fy=E2 qun (15)
k k

The Navier—Stokes equations are solved using a pressure-based

algorithm with a second-order upwind scheme as discussed in

Refs. [27,28].

3 Results and Discussion

3.1 Plasma Model. A schematic of the computational domain
is shown in Fig. 3. The electrodes are 2 mm in length and the
insulated bottom electrode is shifted downstream by 2 mm. A

similar case has been studied by Roy et al. [22]. The helium
discharge is modeled at a pressure of 300 Torr, and a temperature
of 300 K and is driven by an ac voltage of 1.5 kV (peak voltage)
operating at 5 kHz. The thickness of the electrodes is negligible
and the dielectric thickness is 5 mm. The electron temperature is
assumed to be 1 eV (~11,600 K), while the ions and the neutrals
are essentially in thermal equilibrium at 300 K. The various trans-
port properties and property relationships are available in the lit-
erature and we have employed the ones used by Roy et al. [22] for
the present study. These are summarized in Table 2.

The computational domain employed is a square region of size
1 cm X 1 cm. The grid consists of 127 X 61 points for the 2D case.
This computational grid was selected based on the outcome of
testing several grid sizes to ensure that the plasma sheath near the
wall—gas interface can be adequately resolved while balancing the
consideration of the computational costs. The dielectric constant
in the fluid/discharge domain is 1.0055; the permittivity of
vacuum and that of the insulator is 4.5. For investigation purposes
two different frequencies are considered, namely, 5 kHz and

Table 2 Summary of property models employed for the He discharge simulation®

Transport/reaction
properties

Models/values employed

w; (ion mobility)

., (electron mobility)

S;. (species ionization model)

r (recombination coefficient)

D; (ion diffusivity)

D, (electron diffusivity)

w (viscosity of He gas)

_8x10°

(1-8% 107 E/p) cm?> V™! s7! for

E/p<25Vcm™ Torr™!
4.1X10°( 2744
T pEp | (EP'

E/p>25V cm™ Torr™!

) cm? V- s7! for

M Ve

cm? V= s7! where v,,=10'?/s

P Es™

-14
=4.4 exp (E/—p)(M

=1.09 X 1072972y, m?/s
=500 cm?/s

kT,
=—%u, cm?/s
e

=2.0X 107 N s/m?

See Ref. [22].
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opposite half-cycles. The positive force values correspond to the positive x, y axes.

10 kHz, respectively, with all other conditions remaining constant.
A global time step of 1078 s is used for the computations. The
initial number density in the plasma is 10'/m? for all the differ-
ent species.

The homogeneous Neumann boundary condition is applied for
the electrostatic potential at the open boundaries while the Dirich-
let boundary condition is used at the electrode:

* At the exposed electrode: ¢p= ¢, sin(27f1), py=1.5 kV (Fig.
4(a)); and
* At the submerged electrode: ¢=0.

For the plasma species modeling (see Fig. 3(b)), the domain
boundaries away from the insulator/electrode surface are assigned
a zero gradient condition considering insignificant impact far
away from the fluid—actuator interface. At the dielectric surface,

522 / Vol. 129, APRIL 2007

the current continuity is enforced. This equates the transport cur-
rent and the displacement current in the fluid domain to the dis-
placement current in the insulator and can be written as

_ a(sinsulatorEinsulalor)

d(enEn)
— —+elnpv;—nu )=

16
ot ot (16)

The electrons are assumed to be isothermal (at 11,600 K or 1 eV)
at boundaries. At the exposed electrode, the thermal flux toward
the wall is considered when the drift is toward the wall and zero
flux otherwise. For the ions, a zero gradient is assumed for the
velocity when the drift is toward the wall and zero flux otherwise.
Also, a weak secondary emission coefficient of 0.02 is used at the
electrode. For the ions or the heavier species, the drift effects are
significant and hence a zero gradient condition (dn;/dn=0) is ap-
plied. For the neutral fluid, the insulator/electrode interface is as-
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Fig.5 Resulting flow field obtained from detailed plasma dynamics computed from the plasma—fluid model

at the instant wt=x/2

signed a no-slip condition for the momentum equation. A small
mass flux is specified at the left edge of the domain to simulate a
low Reynolds number flow, while at the other open boundaries, a
zero velocity gradient condition is imposed considering negligible
impact away from the wall. The Reynolds number is chosen to be
small so that the effect of the discharge-induced flow field can be
sufficiently observed. The time-dependent plasma—fluid transport
was solved using the solution algorithm presented above. The re-
sults exhibit qualitative similarity to those reported in Ref. [13].

In Fig. 4, we present the plasma physics by comparing the
solution at two instants in time corresponding to the peak positive
(wt=m/2) and negative (wr=37/2) voltages. The resulting force
described in Eq. (15) is computed based on the full field plasma
simulation. The electric field (Fig. 4(b)) at the instant of peak
positive voltage is characterized by a large positive field in the
region near the inner edge of the two electrodes and a large nega-
tive field near the outer edges. The electrode—dielectric interface
exhibits a discontinuity in the potential and hence the field
strength on the edges is expected to be strong there. The region of
strong electric field coincides with the region of strong ionization.
In Fig. 4(c) the electric field contours at the instant of peak nega-
tive voltage (wr=37/2) display the reversal of polarity, but the
magnitudes are not comparable to that during the positive half-
cycle. The instantaneous charge distribution is determined by the
electric field dynamics. The region of substantial charge accumu-
lation is expected to be near the electrodes and the dielectric sur-
faces where the field lines originate and end. In Figs. 4(d) and Fig.
4(e), the net charge species number density (i.e., n;-n,) is pre-
sented at the two time instants. It is clear that the bulk of the
positive charge has accumulated near the dielectric surface which
acts as the negative electrode for the positive half-cycle. However
for the negative voltage peak, the strong negative charge accumu-
lation is observed slightly downstream of the exposed electrode,
dictated by possible residual voltage effects.

The force distribution (Eq. (15)) in the domain is a product of
the net charge and the local field strength. The instantaneous elec-
tric field and charge (number density) data obtained can be used to
calculate the net force field in the computational region. The axial
force fields at the two time instants are calculated for 5 kHz fre-
quency and are shown in Figs. 4(f) and 4(g). As can be seen, the
region of strong force coincides with the region of peak charge
density. The horizontal force for a higher frequency has been
shown to result in a larger force lobe and a stronger core as com-
pared to a low-frequency case in Ref. [13]. This is to be expected
since the driving voltage fluctuations are faster in time and hence,
there is a much stronger momentum transfer effect. The strong
force field at the positive voltage peak is in stark contrast to the
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negative voltage peak where the force is relatively weak over the
whole domain. This disparity in the strength of the forces between
the two half-cycles when averaged over time results in a unidirec-
tional flow effect. Now that the force field has been obtained, we
can solve for the fluid flow by representing the plasma as a body
force effect in the Navier—Stokes equations. In order to model
this, we consider a very low Reynolds number flow (Re;=45) of
helium gas in the domain such that the plasma induced flow is
pronounced. The Reynolds number, Re;, is calculated based on
the inlet flux and the edge length of the domain (0.5 cm) as Re;,
=pueVinl! pye- The computed force field obtained for a frequency
of 5 kHz at the instant wz=1/2 is used as a body force in the fluid
flow momentum equations to obtain a steady-state solution of the
flow field. Figure 5(a) shows the bending of the streamlines and
the wall jet generated by the force field. The velocity profiles (Fig.
5(b)) indicate the large suction taking place at the top boundary in
trying to correct the mass imbalance caused by the generated wall
jet. This fluid dynamics effect can be used in flow control and heat
transfer applications.

3.2 Assessment of Body Force Model. In order to assess the
fidelity of the plasma force model [1], we compare the thrust
produced with the experimental studies. A particular issue pertain-
ing to the model is the need for using the experimental data to fix
up certain empirical parameters such as the duty cycle. A detailed
discussion of this study was offered in Ref. [29] and will not be
reproduced here. Here, we use the force data under the quiescent

Force comparlson
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Fig. 6 Assessement of the plasma force model using experi-
mental data
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Fig. 7 Aerodynamics and heat transfer potential of a representative plasma actuator

condition, in accordance with the experiment conducted by Van
Dyken et al. [6]. In these experiments, the force measured is the
shear caused by the induced flow on the contact surface in a
quiescent environment. The experimental results [6] present the
force generated for various voltages with an electrode 0.625 mm
wide and Teflon dielectric. The comparison is shown in Fig. 6.
Here the F,u, represents experimentally measured force while
the Fiaculaed Tepresents the predicted values. Overall, the trends
between the experiment and model prediction are consistent. The
difference in the results is likely caused by linearization of the
electric field as well as other simplifications made as shown in
Sec. 1 and also in Ref. [29].

3.3 Thermo-Fluid Applications. In order to illustrate the
thermo-fluid applications of the dielectric barrier plasma actuator,
we will consider the effect of the plasma actuator on a low Rey-
nolds number flow and associated heat transfer. The computa-
tional model consists of a flat plate placed in a free stream of fluid
with the plasma electrode arrangement serving as an actuator be-
ing placed at the middle of the plate. The plate is 1 cm long, and
the electrode is 0.5 mm long and 0.25 mm thick. The number of
grid points used for the overall thermofluid dynamics simulation
is 161 X 112. It is noted that, wherever not mentioned, the values
for the voltage, frequency, and Re are 4 kV (rms), 3 kHz, and
333, respectively. For heat transfer computations, the plate was
assumed to be maintained at twice the ambient flow temperature.
The values of the various parameters used are

L=001m; p=12kgm? U,=2,4and5 m/s;
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Re;= 133,266 and 333; w=1.8 X 107 kg/ms

Figures 7(a) and 7(b) show the potential for separation control for
an angle of attack of 20 deg and Re=333. The actuator is placed
in the middle of the flat plate leading to a partial reduction of the
separation bubble. An actuator placed at the leading edge was
observed to remove separation more effectively in our previous
work [2]. Figure 7(c) shows the lift and drag characteristics of the
flat plate for various Re and a 20 deg angle of attack. There is
substantial improvement in the drag for the plasma-on case. This
can be attributed to significant shear drag from the wall jet as
compared to the form drag for such a small flat plate. It is evident
that the effectiveness of the actuator wears down with increasing
inertial effects in the mean flow. In the present modeling the heat
transfer is studied for various Reynolds numbers and a 20 deg
angle of attack. Figure 7(d) presents the Nusselt number variation
with angle of attack for various Reynolds numbers. In the cases
considered, the heat transfer is enhanced significantly (almost
doubled) when there is flow separation since the recirculation
zone prevents the heat from convecting out.

4 Conclusions

A combined hydrodynamics and plasma dynamics model in the
context of a discharge-induced thermofluid transport is presented.
This provides a way of self-consistent modeling of the discharge
effects as opposed to an analytical-empirical model previously
presented [1]. The two-dimensional helium dielectric barrier dis-
charge in an asymmetric geometry has been modeled using a finite

Transactions of the ASME



volume operator-split sequential approach to efficiently solve the
multiscale problem. The time-dependent results obtained from the
plasma equation were used to calculate the body force. The result-
ing body force distribution displays overall qualitative agreement
with the physics and observed effects. The force comparison at
similar time instants in the two half-cycles exhibited dissimilar
behavior, hence generating a unidirectional wall jet type fluid flow
over time. The potential of the actuator in aerodynamics and sur-
face cooling effects is illustrated. The effect of the discharge-
induced wall jet reduces the separation region by half for the
above discussed actuator placement. The lift coefficient showed
improvement with the discharge actuation, while the drag increase
was due to dominant wall shear effects. The surface heat transfer
showed close to 100% increment due to the actuator.
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Nomenclature
n;,n,,p. = species number density
N = abient gas number density
v;,v, = species velocity
¢ = electrostatic potential
E = electric field
D = species diffusivity
M = species mass
e,q; = species charge
€y = permittivity of free space
K = Boltzmann constant
S;c = species collision rates
€, = internal energy density
M = species mobility
T = time period of applied voltage
F,,. = time averaged plasma body force

References

[1] Shyy, W., Jayaraman, B., and Anderson, A., 2002, “Modeling of Glow-
Discharge Induced Flow Dynamics,” J. Appl. Phys., 92(11), pp 6434-6443.

[2] Roth, J. R., Sherman, D. M., and Wilkinson, S. P., 1998, “Boundary Layer
Flow Control with a One Atmosphere Uniform Glow Discharge,” Proceedings
36th AIAA Aeropsace Sciences Meeting and Exhibit, Reno NV, January 12-15
AIAA Paper No. 98-0328.

[3] Corke, T. C., Jumper, E. J., Post, M. L., Orlov, D., and Mclaughlin, T. E.,
2003, “Application of Weakly-Ionized Plasmas as Wing Flow-Control De-
vices,” Proceedings 41st Aerospace Sciences Meeting & Exhibit, Reno, NV,
Jan 6-9, ATIAA Paper No. 2002-0350.

[4] Enloe, C. L., Mclaughlin, T. E., Van Dyken, R., and Kachner, K. D., 2004,
“Mechanisms and Responses of a Single Dielectric Barrier Plasma Actuator:
Plasma Morphology,” ATAA J., 42(3), pp. 589-594.

[5] Smith, B. L., and Glezer, A., 1998, “The Formation and Evolution of Synthetic
Jets,” Phys. Fluids, 10(9), pp. 2281-2297.

[6] Van Dyken, R., Mclaughlin, T. E., and Enloe, C. L., 2004, “Parametric Inves-
tigations of a Single Dielectric Barrier Plasma Actuator,” Proceedings 42nd
Aerospace Sciences Meet & Exhibit, Reno, NV, Jan 5-8, AIAA Paper No.
2004-846.

Journal of Heat Transfer

[7] Corke, T. C., and Matlis, E., 2000, “Phased Plasma Arrays for Unstacady Flow
Control,” Proceedings Fluids 2000, Denver, CO, June 19-22, AIAA Paper No.
2000-2323.

[8] Post, M. L., and Corke, T. C., 2003, “Separation Control on High Angle of
Attack Airfoil Using Plasma Actuators,” Proceedings 41st Aerospace Sciences
Meeting & Exhibit, Reno, NV, Jan 6-9, AIAA Paper No. 2003-1024.

[9] Chan, S., 2004 “The Application of Plasma and Electrohydrodynamic Control
to Subsonic Cavity Flows,” personal communication.

[10] Soldati, A., and Banerjee, S., 1998 “Turbulence Modification by Large-scale
Organized Electro-hydrodynamic flows,” Phys. Fluids, 10(7), pp 1742-1756.

[11] Segur, P., and Massines, F., 2000, “The Role of Numerical Modeling to Un-
derstand the Behavior and to Predict the Existence of an Atmospheric Pressure
Glow Discharge Controlled by a Dielectric Barrier,” Proceedings of the 13th
International Conference of Gas Discharges and Their Applications, Glasgow,
Sept. 3-8, pp. 15-24.

[12] Gaitonde, D. V., Visbal, M. R., and Roy, S., 2005, “Control of Flow Past a
Wing Section With Plasma-Based Body Forces,” Proceedings 36th Plasma
Dynamics and Lasers Conference, Toronto, Canada, June 6-9, AIAA Paper
No. 2005-5302.

[13] Jayaraman, B., Thakur, S., and Shyy, W., 2006, “Modeling of Dielectric Bar-
rier Discharge and Resulting Fluid Dynamics,” Proceedings 44th Aerospace
Sciences Meeting Reno, NV, January 9-12, ATAA Paper No. 2006-0686.

[14] Riley, M. E., Greenberg, K. E., Hebner, G. A., and Drallos, P., 1994 “Theo-
retical and Experimental Study of Low-Temperature, Capacitiviley Coupled,
Radio-Frequency Helium Plasmas,” J. Appl. Phys., 75(6), pp. 2789-2798.

[15] Nitschke, T. E., and Graves, D. B., 1994, “A Comparison of Particle in Cell
and Fluid Model Simulations of Low-Pressure Radio Frequency Discharges,”
J. Appl. Phys., 76(10), pp. 5646-5660.

[16] Kushner, M. J., 1985, “Mechanisms for Power Deposition in Ar/SiH, Capaci-
tively Coupled RF Discharges,” IEEE Trans. Plasma Sci., 14(4), pp. 188-195.

[17] Massines, F., Ben Gadri, R., Rabehi, A., Decomps, Ph., Segur, P., and Mayoux,
Ch., 1998, “Experimental and Theoretical Study of a Glow Discharge at At-
mospheric Pressure Controlled by Dielectric Barrier,” J. Appl. Phys., 83(6),
pp- 2950-2957.

[18] Ben Gadri, R., 1999, “One Atmospheric Glow Discharge Structure Revealed
by Computer Modeling,” IEEE Trans. Plasma Sci., 27(1), pp. 36-37.

[19] Hammond, E. P., Mahesh, K., and Moin, P., 2002, “A Numerical Method to
Simulate Radio-Frequency Plasma Discharges,” J. Comput. Phys., 176, pp.
402-429.

[20] Colella, P., Dorr, M. R., and Wake, D. D., 1999, “Numerical Solution of
Plasma Fluid Equations Using Locally Refined Grids,” J. Comput. Phys., 152,
pp. 550-583.

[21] Colella, P, Dorr, M. R., and Wake, D. D., 1999, “A Conservative Finite Dif-
ference Method for the Numerical Solution of Plasma Fluid Equations,” J.
Comput. Phys., 149, pp. 168—193.

[22] Roy, S., and Gaitonde, D. V., 2005, “Modeling Surface Discharge Effects of
Atmospheric rf on Gas Flow Control,” Proceedings 43rd AIAA Aeropsace
Sciences Meeting, Reno NV, Jan 10-13, AIAA Paper No. 2005-0160.

[23] Roy, S., and Gaitonde, D. V., 2005, “Multidimensional Collisional Dielectric
Barrier Discharge for Flow Separation Control at Atmospheric Pressures,”
Proceedings 35th AIAA Fluid Dynamics Conference, Toronto, Canada, June
6-9, ATAA Paper No. 2005-4631.

[24] Singh, K. P,, and Roy, S., 2005, “Simulation of an Asymmetric Single Dielec-
tric Barrier Plasma Actuator,” J. Appl. Phys., 98, p. 083303.

[25] Cohen, S. D., and Hindmarsh, A. C., 1996, “CVODE, a Stiff/Nonstiff ODE
Solver in C,” Comput. Phys., 10(2), pp. 138-143.

[26] Verwer, J. G., 1996, “Explicit Runge-Kutta Methods for Parabolic Partial Dif-
ferential Equations,” Appl. Numer. Math., 22, pp. 359-379.

[27] Shyy, W., Thakur, S., Ouyang, H., Liu, J., and Blosch, E., 1997, Computaional
Techniques for Complex Transport Phenomena, Cambridge University Press,
Cambridge, UK.

[28] Thakur, S., Wright, J., and Shyy, W., 2002, STREAM: A Computational Fluid
Dynamics and Heat Transfer Navier-Stokes Solver: Theory and Applications,
Streamline Numerics, Inc., Gainesville, FL.

[29] Jayaraman, B., and Shyy, W., 2003, “Flow Control and Thermal Management
using Dielectric Glow Discharge Concepts,” Proceedings 33rd AIAA Fluid
Dynamics Conference and Exhibit, Orlando, FL, June 23-26, AIAA Paper No.
2003-3712.

APRIL 2007, Vol. 129 / 525



Sandip Mazumder

Mem. ASME

Department of Mechanical Engineering,
The Ohio State University,

Columbus, OH 43210

e-mail: mazumder.2@osu.edu

Modeling Full-Scale Monolithic
Catalytic Converters: Challenges
and Possible Solutions

Modeling full-scale monolithic catalytic converters using state-of-the-art computational
fluid dynamics algorithms and techniques encounters a classical multiscale problem: the
channels within the monolith have length scales that are ~1-2 mm, while the converter
itself has a length scale that is ~5-10 cm. This necessitates very fine grids to resolve all
the length scales, resulting in few million computational cells. When complex heteroge-
neous chemistry is included, the computational problem becomes all but intractable
unless massively parallel computation is employed. Two approaches to address this dif-
ficulty are reviewed, and their effectiveness demonstrated for the computation of full-
scale catalytic converters with complex chemistry. The first approach is one where only
the larger scales are resolved by a grid, while the physics at the smallest scale (channel
scale) are modeled using subgrid scale models whose development entails detailed flux
balances at the “imaginary” fluid—solid interfaces within each computational cell. The
second approach makes use of the in situ adaptive tabulation algorithm, after significant
reformulation of the underlying mathematics, to accelerate computation of the surface
reaction boundary conditions. Preliminary results shown here for a catalytic combustion
application involving 19 species and 24 reactions indicate that both methods have the

potential of improving computational efficiency by several orders of magnitude.
[DOI: 10.1115/1.2709655]

Keywords: CFD modeling, catalytic converter, multi-scale, subgrid model, ISAT, cata-

Iytic combustion

1 Introduction

Despite tremendous progress in computer technology over the
past 2 decades, simulation of full-scale catalytic converters re-
mains elusive. With existing computational fluid dynamics (CFD)
techniques, such simulations require extreme computational re-
sources. A thorough review of the literature failed to reveal a
single instance where a three-dimensional industrial-scale cata-
lytic converter with realistic chemistry has been modeled using
conventional CFD techniques. On the other hand, numerous pub-
lications on CFD modeling of a single channel of the monolith
exist (Ref. [1] and the references cited therein). Currently, due to
lack of better alternatives, the knowledge gained from the simu-
lation of a single channel is extrapolated to the entire catalytic
converter. Since the channels are coupled to each other through
heat transfer, and individual channels may encounter different
flow rates, extrapolation of the results of a single channel to the
entire converter is dangerous and may lead to flawed designs [2].
In recent years, in realization of the need to address variations of
flow and temperature from channel to channel, attempts have been
made to model a “representative” number of channels rather than
a single one, and the results have been coupled through network-
type models [2]. While such an approach is an improvement over
modeling a single channel, the robustness and accuracy of such an
approach remains questionable.

The core of a simple cylindrical catalytic converter is shown in
Fig. 1. It is comprised of a honeycomb monolithic ceramic struc-
ture whose inner surfaces are coated with a catalyst. Reactants
flow through the small channels and undergo catalytic conversion.
Modeling of catalytic converters is made complicated by the fact
that the channels within the monolith have a characteristic width
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of ~1-2 mm, while the full converter has a diameter of
~5-10 cm. Surface reactions occur at the surfaces of the mono-
lith channels. With conventional CFD techniques, each channel
must be resolved by a grid if the physics within the boundary
layer next to the reacting surface is to be captured. If a coarse
10X 10 mesh is used to resolve the cross section of each channel,
a converter with 5 cm diameter will require ~50,000 cells in each
cross-sectional plane. A moderately coarse mesh with ~100
points along the direction of flow will result in ~5 million grid
cells. This simple estimate reveals that flow calculations alone
will require significant computational effort for such geometries,
and is clearly beyond the capability of a single-processor
computer.

The inclusion of surface chemistry in such simulations compli-
cates matters exponentially. The treatment of surface chemistry
requires solution of a set of stiff nonlinear differential algebraic
equations (DAE), representative of the balance between reaction
and diffusion, at each boundary face and at each iteration/time
step. If a catalytic converter has a diameter of 5 cm, and channel
cross-sectional dimensions of 2 mm X2 mm, there will be
roughly 500 channels in the converter. If each channel has a grid
density of 10X 10 (across cross section) X100 (along length), the
total number of boundary faces on which surface reactions have to
be computed is 4 X 10 X 100 X 500=2 X 10° faces. These calcula-
tions will have to be performed at each iteration, and experience
shows that a three-dimensional steady state calculation of this
type reqires ~1000 global iterations for all conservation equations
to converge adequately. This implies that the reaction—diffusion
balance equation for computing fluxes due to surface reaction
need to be solved 22X 10°X 1000=2 X 10° times. Based on the
author’s own calculations, if simplistic chemistry with just five
species and five reaction steps is considered, the CPU time taken
for a single solution of the reaction—diffusion balance equation is
approximately 0.4 ms on a 3 GHz Intel Pentium processor, which
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Fig. 1

Monolithic core of a catalytic converter

implies that the surface chemistry calculations alone for this par-
ticular problem will require approximately 200 h. With realistic
chemistry described by approximately 10-20 species and 10-20
reaction steps, such calculations can be performed within reason-
able time frame (1 week or less) only if massively parallel com-
putations are employed.

The preceding estimate clearly points to the fact that simulation
of full-scale catalytic converters using conventional CFD tech-
niques will require impractically large computational resources
and time. In this paper, two approaches that make simulation of
full-scale catalytic converters with complex chemistry feasible are
discussed and demonstrated. The first approach, subgrid scale
modeling, has witnessed tremendous success in other disciplines
such as large eddy simulation of turbulence, and modeling of po-
rous media. The second approach, strictly mathematical in nature,
employs the idea of storing results of chemistry calculations in a
binary look-up table in situ and adaptively, and reusing that infor-
mation later when deemed appropriate. The in situ adaptive tabu-
lation (ISAT) algorithm [3] has witnessed tremendous success in
the treatment of homogeneous reactions, especially in the context
of probability density function (PDF) methods for reacting turbu-
lent flows. Here, the basic ISAT algorithm, after significant modi-
fications of the underlying mathematical formulations to adapt it
to heterogeneous reactions, is being used. The results presented
here are only preliminary proof-of-concept results, meant to show
that both methods hold considerable promise. It is hoped that
these results will trigger sufficient interest and curiosity among
active researchers in this area so that further research is continued
along the directions outlined in this paper, and the ultimate objec-
tive is met with within a relatively short period of time.

2 Mathematical Model for Direct Simulation

Prior to discussion of algorithms and models to enhance effi-
ciency, it is necessary to discuss the governing equations (and
accompanying boundary conditions) that one would need to solve
in the context of a full-fledged CFD calculation in which all
length scales are resolved by a grid. These equations will lay the
foundation for development of the subgrid scale models, to be
discussed in later sections. Another motivation for detailed discus-
sion of the governing equations is that in catalytic conversion
applications, diffusive transport of mass is critical. Reacting flow
formulations outlined in various textbooks and published articles
pay little or no attention to diffusive (molecular) transport of spe-
cies since turbulent transport dominates in the vast majority of
applications of such flows. Thus, there is a need to critically assess
commonly used formulations for the treatment of mass transport
in low Péclet number multicomponent systems, as prevalent in
catalytic conversion applications.
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2.1 Governing Equations. The governing equations are the
equations of conservation of mass (both overall and individual
species), momentum and energy, and are written as [4—6]

Overall mass

J
—(P)+Ve(pU)=0 (1)
ot
Momentum
J
gt(pU)+V°(pUU)=—Vp+V°T+pB (2)
Energy
J .
E(ph)+V°(pUh)=—V°q+Sh (3)

Species mass
J .
E(ka)+V0(pUYk)=—V°Jk+Sk Vk=1,2,....,N (4)

where p is the mixture density; p is the pressure; 7 is the shear
stress tensor; and B is the body force vector. Equations (1) and (2)
are the well known Navier—Stokes equations, and need no further
discussion. In Eq. (4), Y, is the mass fraction of the kth species, J;

is the mass diffusion flux of the kth species, and Sk is the produc-
tion rate of the kth species due to homogeneous chemical reac-
tions. The total number of gas-phase species in the system is de-

noted by N. In Eq. (3), S‘h represents the net source due to viscous
dissipation and other work and heat interactions, and q denotes
the net heat flux due to molecular conduction, radiation, and in-
terspecies diffusion, and is written as [4]

N

4=dc+ Qe+ ap=—k VT +ap+ 2 Jily (5)
k=1

where /i is the enthalpy of the kth species; k. is the thermal
conductivity of the mixture; and # is the enthalpy of the mixture
(=E§:’:1thk). The heat flux due to interdiffusion of species, qp, is
often neglected in reacting flow formulations without any justifi-
cation. In many practical applications of multispecies flows, this
term can be comparable or larger than the Fourier conduction flux
qc, and can result in net heat flux that is opposite in direction to
the imposed temperature gradient [7]. In the above formulation,
the enthalpy of the kth species, A, includes the enthalpy of for-
mation and the sensible enthalpy, and is written as

h(T) = h, + f

Ty

T
cpu(1dT (6)

where hoyk is the enthalpy of formation of species k at the standard
state; and ¢, ; is the specific heat capacity of species k. The spe-
cies enthalpy is generally computed using standard thermody-
namic databases, such as the JANNAF database.

Equation (1) can be derived from Eq. (4) if and only if the
following two constraints are satisfied: at any point in space

N
X v=1 (7
k=1

at any arbitrary cutting plane
N

> Jieh=0 (8)
k=1

where 1 is the surface normal to the cutting plane in question.
Equation (7) is generally enforced either by solving only N-1
equations from the set in Eq. (4), and then using Eq. (7) directly to
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determine the mass fraction of the last species, or by normalizing
the calculated mass fractions by their sum, resulting in an indirect
correction strategy. In diffusion dominated (i.e., low mass trans-
port Peclet number) systems, nonsatisfaction of the constraint
given by Eq. (8) results in a serious inconsistency. The inconsis-
tency is a result of the fact that the sum of the species conserva-
tion equations over all species does not result in the continuity
equation [Eq. (1)]. Rather, it results in a continuity equation with
a spurious mass source.

In general, the mass diffusion flux, J,;, includes diffusion due to
concentration gradients, temperature gradients (Soret diffusion),
and pressure gradients (pressure diffusion) [4]. Here, only mass
transport due to concentration gradients is considered for the sake
of simplicity. The most common approach for modeling diffusive
transport of species due to concentration gradients is to use the
Fick’s law of diffusion. In a binary system, consisting of Species
A and B, the diffusion flux is accurately described by the Fick’s
law of diffusion [4]

Ja=—pDspV Yy Jp=—pDpsVYp ©)

where D, is the binary diffusion coefficient of Species A into B;
and is equal to Dp,, which is the binary diffusion coefficient of
Species B into A. Using the mass fraction summation constraint
[Eq. (7)], it can be readily shown that J,=-Jp, i.e., Eq. (8) is
automatically obeyed. The same law, when used for multicompo-
nent systems with more than two species, leads to violation of
mass conservation due to nonsatisfaction of the constraint given
by Eq. (8).

In a multicomponent system, diffusion is best described by the
Stefan-Maxwell equation [4], which implicitly relates molar
fluxes of species to mole fraction gradients

N
ST TR T
p i \M;Di; - MiDy;
J#i

where M is the mixture molecular weight; M is the molecular
weight of the kth species; and X, is the mole fraction of the kth
species. The Stefan-Maxwell equation has been formulated in
such a manner that Eq. (8) is satisfied for an arbitrary multicom-
ponent system. Unfortunately, it can only be used for pure diffu-
sion problems, and is not amenable for use in a CFD framework
since it is not an equation of the generalized advection—diffusion
form. Upon significant manipulation, Eq. (10) can be rewritten as
[8,9]

My

N
- ﬁz MnDanXn

n=1

Ji= (11)

where Dy, is the ordinary multi-component diffusion coefficient
[4,10], and is different from the binary diffusion coefficient Dy,,.
Specifically, while the binary diffusion coefficients are indepen-
dent of the mole fractions, the ordinary multicomponent diffusion
coefficients are strong nonlinear functions of the mole fractions.
Also, it is worth noting that while Dy, =0, Dy, # D,;. The ordinary
multicomponent diffusion coefficients can be computed using
well-known relationships [4,10,11]. Equation (11) essentially
states that in a multicomponent system, diffusion of a certain spe-
cies is governed not only by its own concentration gradient, but
also the concentration gradient of the other species in the system.

In a reacting flow, mass is always conserved while moles are
not. Thus, it is advantageous to rewrite Eq. (11) in terms of mass
fractions rather than mole fractions. Using the conversion relation
Y =XiM /M, Eq. (11) may be written as [8,9]

N

J/F‘PE FanYn

n=1

(12)
where Ty, is a new tensor, written as [8,9]
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1
[I']=- W[M][D][M][C] (13)
In Eq. (13), [M]=diag[M|,M,, ... ,My]; [D] is the matrix nota-
tion for the ordinary multicomponent diffusion tensor D,,; and
[C] the Jacobian of the transformation between mass and mole
fraction, and is written as

M"l

M)M (14)

Ckn = (5kn - Ykﬁk
where J, is the Kronecker delta. Substitution of Eq. (12) in Eq.
(4) yields

J
5 PYD + Ve (pUYY

N
=Vo(p2rknvy,,)+sk Vk=12,....N (15)

n=1

Equation (15) represents the governing equation for species trans-
port in a multicomponent system. It satisfies the constraint posed
by Eq. (8) automatically. It is important to note at this point that
even in the absence of any homogeneous chemical reactions (i.e.,

$,=0), the mass fractions of the individual species are tightly
coupled through the diffusion operator. Thus, the segregated solu-
tion (i.e., one species at a time) of the equations represented by
Eq. (15) has inherent instabilities associated with it. Details per-
taining to these numerical issues may be obtained from Ref. [9]
and are not discussed here for the sake of brevity.

2.2 Boundary Conditions. The boundary conditions for the
mass and momentum conservation equations are the no-slip con-
ditions at walls, and appropriate mass flux or pressure boundary
conditions at inflow and outflow boundaries. These boundary con-
ditions and their numerical implementation are well known and
need no further discussion. The focus of this subsection is the
boundary conditions for species and energy associated with het-
erogeneous chemical reactions at fluid—solid interfaces.

At a reacting surface, the diffusion flux of species is balanced
by the reaction flux since the surface cannot store any mass. At the
heart of surface reaction processes is adsorption and desorption of
species at the surface, the treatment of which requires inclusion of
so-called surface-adsorbed species [12]. At steady state, the net
production rate of the surface-adsorbed species is zero. In the
absence of etching or deposition of material from the surface (i.e.,
zero Stefan flux), the reaction—diffusion balance equation at the
surface may be written as [12,13]

Jio = MRy

V k € gas-phase species (16a)

. dA/dt for unsteady )
Ry = V k e surface-adsorbed species

0 for steady
(16b)

where R, is the molar production rate of species k due to hetero-
geneous chemical reactions; A is the molar concentration of spe-
cies k at the fluid—solid interface; and nf is the outward unit surface

normal. Since Ry is an extremely nonlinear function of the molar
concentrations (or mass fractions) [12,13], Eq. (16) represents a
nonlinear set of DAEs. The solution of this stiff set of nonlinear
DAE is generally obtained using the Newton method, but requires
special preconditioning to address stiffness and ill-posedness in
the case of steady-state solutions. Details pertaining to these nu-
merical issues may be found elsewhere [13]. The solution of Eq.
(16) provides the near-wall mass fractions and mass fluxes (rep-
resented by the left-hand side of Eq. (16a)) of all gas-phase spe-
cies, which appear as sources/sinks for control volumes adjacent
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to the surface in a finite-volume formulation [13].
The balance of energy at the surface yields the following
equation

N
(—kVT+qR+Ethk) oh=(—kVT+qpsen (17)
k=1 F

where the subscript “F”” denotes quantities on the fluid—side of the
fluid-solid interface, while the subscript “S™ denotes quantities on
the solid side of the same interface. The solution of Eq. (17),
which is also a nonlinear equation, yields the temperature at the
fluid—solid interface, and subsequently provides the flux of energy
at the interface, which can then be used as a source/sink for the
cells adjacent to the interface after appropriate linearization. In
this enthalpy formulation, the heat of surface reaction actually
manifests itself through the 2J/; term—another reason why the
energy carried by species interdiffusion should never be neglected
for such applications.

Equations (1)—(3) and (15), when solved along with the appro-
priate boundary conditions described in the preceding subsection,
will produce flow, temperature, and mass fraction distributions of
all species within the entire catalytic converter. A prerequisite to
the use of these equations is that the computational grid must be
fine enough to resolve the individual channels within the mono-
lith. Otherwise, the boundary conditions to describe heteroge-
neous reactions at the fluid—solid interface cannot be applied. If
the grid is sufficiently fine, no other models are necessary to ob-
tain a solution. As discussed earlier, sufficient resolution demands
use of several million computational cells making such direct cal-
culations prohibitively expensive. In the section to follow, two
different approaches to make such calculations feasible are
described.

3 Algorithms for Efficiency Enhancement

Estimates provided earlier clearly indicate that simulation of
full-scale catalytic converters with realistic chemistry will require
orders of magnitude improvement over the state-of-the-art. Two
different approaches are employed to achieve this goal. The first
approach, subgrid scale modeling, is employed to address difficul-
ties associated with modeling transport phenomena and heteroge-
neous reactions at multiple scales. The second approach, ISAT, is
used to accelerate calculation of the surface reactions. Although
not demonstrated here, these two algorithms can be used in tan-
dem to derive greatest computational gains. This section presents
these two approaches.

3.1 The Subgrid Scale Modeling Approach. The fundamen-
tal premise behind this approach is that the computational grid
will only resolve the largest length scales, and the physics at the
smallest (channel or pore) scale will be modeled using subgrid
scale (i.e., scale smaller than the grid size) models. The first step
in the development of the mathematical model using this approach
is to perform a volume average of the governing conservation
equations at the pore scale over a representative elemental volume
(REV). This REV must be smaller than the grid scale but signifi-
cantly larger than the smallest length scale of the problem—that
being the width of the monolith channels in this particular case
(Fig. 2). Upon volume averaging, the governing equations of con-
servation of mass, momentum, energy, and species are as follows
[14-16]

Mass

J
5(8p)+V°(8pU)=0 (18)
Momentum
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Elemental Volume
(sub-grid scale)

Monolith Channels
(surface reactions
on inner surfaces)

mniitational Cell / |

Fig. 2 The various length scales within a monolithic catalytic
converter (cross-sectional view shown in figure), their relation-
ship, and the idea behind the subgrid scale modeling approach

J
5 PeD) +V e (peUl) =—eVp+ Ve (s VU) - pelKI'U

(19)
Energy
d
&—t[ps(l —&)hy+ peh]+V o (peUh)
N
=-Vo (‘ ket V T+ 2 Xy + <QR>) + (S +(Ry)
i=1
(20)
Species
J
E(PSYk) + Ve (peUYy)
== Vol + (S +(RY Vk=12,...,N (21)

where ¢ is the porosity, and is defined as the volume of pores to
the total volume. Volume averaging of the pore-scale governing
equations results in additional terms that arise out of the physics at
the smallest scales. For example, volume averaging of the Navier—
Stokes equation results in the so-called Darcy—Forchheimer—
Brinkman equation [14,15], in which, additional terms arise out of
modeling the frictional drag at the smallest scales. Equation (19)
shows a simplified version of this equation, in which the nonlinear
Forchheimer term has been neglected, and the last term is the
linear Darcy term written in generalized tensor form. Dispersion is
neglected here since the geometry under consideration here is
comprised of straight parallel channels. Dispersion results from
the interaction between microvortices (smaller in scale than the
REV) shed by various parts of the random porous structure. Such
effects are absent in this particular case since the channels walls
are impermeable to flow and mass diffusion, and the fluid within
each channel does not communicate. The last term in the energy

equation, (Ry,), is the net volumetric production rate of heat due to
surface reactions, averaged over an REV. The last term in the

species transport equation, (R,), represents the average production
rate of species k& within an REV due to heterogeneous reactions.
Once again, it is an artifact of the volume averaging process, and
would be absent if the computational grid resolved the smallest
scales, as evident from the equations presented in Sec. 2. In de-
riving Eq. (20) local thermal equilibrium between the fluid and
solid phase has been assumed, and the mixed phase is assumed to
have a single temperature 7. In addition to the birth of additional
terms in the governing equations, all transport properties to be
used are effective volume-averaged properties, denoted by the
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subscript “eff.”

Accuracy of the subgrid scale modeling approach depends, in
large part, on how well these unclosed terms in the volume-
averaged governing equations are modeled, and how closely these
subgrid scale models mimic the actual physical phenomena occur-
ring at the smallest scales. Specific details, pertaining to the de-
velopment of the subgrid scale models for momentum, energy,
and species are discussed next.

3.1.1 Closure of the Momentum Equation. Volume averaging
of the momentum equation results in an additional Darcy term,
represented by the last term in Eq. (19). It represents the drag
force acting on the fluid due to viscous effects at the smallest
(subgrid) scales. In this case, volume averaging results in two
unknown parameters, namely the porosity, €, and the permeability,
K [14]. The porosity is the ratio of the volume of pores to the total
volume, and can directly be obtained from the geometry of the
monolith. The permeability, K, is proportional to the square of the
volume to surface ratio. Since it is tensor, the drag force acting at
the subgrid scale may be different in different directions. For the
case of straight-channel monoliths, the drag (or resistance to flow)
in the cross-flow direction will be infinite since no mass transfer
can occur from channel to channel due to advection. Thus, the
permeability is zero in the cross-flow direction, and only one com-
ponent of the permeability tensor (assuming that the off-diagonal
components are also zero) in the direction of the flow has to be
determined to attain closure of the volume-averaged momentum
equation. For one-dimensional flow, Darcy’s law states that the
pressure drop per unit length, is inversely proportional to the per-
meability [14]: Ap/L=uU/K. In general, for a porous medium, if
experimental data for pressure drop is available, the permeability
can be calibrated for various flow velocities to fit the pressure
drop data. In the case of straight-channel monoliths experimental
data is not necessary and the permeability can be obtained by
matching data generated using direct numerical simulation using
the following procedure:

1. First a CFD simulation of a single channel of the monolith is
performed, in which the channel and its walls is completely
resolved by a mesh, i.e., direct numerical simulation;

2. From this simulation, the pressure drops along the length,
including exit and entrance losses is computed for various
flow velocities;

3. The single channel will then be replaced by a porous me-
dium, and a set of simulations with various permeability
values is performed with the goal to match the pressure
drops obtained using the direct numerical simulations; and

4. The permeability data fitted using the least squares approach
since a single value that best fits the data for several differ-
ent flow velocities is desired.

3.1.2 Closure of Species and Energy Transport Equations.
Closure of the volume-averaged energy and species transport
equations is attained by considering detailed flux balance of en-
ergy and species at the pore scale, and subsequently, by perform-
ing a summation over an REV (Fig. 2). Balance of mass flux for
gas-phase species at the reacting surface is represented by Eq.
(16a). Substitution of Eq. (12) into Eq. (16a) followed by discreti-
zation yields

6

N
Y, c-Y
_ PE Fkn< n,C n,I)
n=1

= MRy(Y) (22)

where Y, ; is the mass fraction of species n at the fluid—solid
interface, and Y, ¢ is the mass fraction of species n at a normal
distance 6 away from the interface. & represents a characteristic
diffusion length scale. If the computational mesh resolves the
channels, Y, - represents the mass fraction of species n at the cell
center adjacent to the interface, and  the normal distance between

V k € gas-phase species
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Fig. 3 Procedure for determining the diffusion length scale, &

the interface and the cell center adjacent to it (using a first-order
approximation). In the context of subgrid scale models, the chan-
nel is not resolved by a computational mesh, and therefore, & has
to be estimated. The most rigorous procedure for determining & is
to perform a separate pore-scale calculation with increasing num-
ber of grid points across the channel until the solution becomes
grid independent. The grid spacing between the wall and the ad-
jacent cell is then an appropriate measure of J, and ascertains that
the value used within the subgrid model exactly recovers the re-
sults of direct calculations. The idea is depicted in Fig. 3. While it
is perfectly justifiable (i.e., answers will remain unaltered) to use
an arbitrarily small value for &, in lieu of the procedure just de-
scribed, such a choice would make the system of equations un-
necessarily stiff. Once & has been estimated, Eqs. (22) and (16b)
can be solved to determine the mass fractions or molar concentra-
tions of all species at the “imaginary” fluid—solid interfaces. The
local flux of each species due to surface reaction can then be
determined, and the average volumetric production rate of each

species due to heterogeneous reactions, <Rk>, can be obtained
using

(23)

N
ko= -rS o 1) | (2]
eff

n=1 14

where (S/V) is the effective surface area on which the catalytic
reactions occur per unit volume of the catalyst monolith. The ef-
fective surface to volume ratio is a true representation of catalyst
loading [16]. The maximum effective surface to volume ratio is
the geometrically available surface to volume ratio and represents
100% catalyst loading. If only part of the geometrically available
surface is coated with the catalyst, the effective surface to volume
ratio will be much smaller. In the particular case of straight-
channel monoliths, the geometric surface to volume ratio can be
computed directly using the available geometric dimensions. In
order to estimate the effective surface to volume ratio, additional
information pertaining to the catalyst loading is necessary, and
certain approximations need to be made concerning the composi-
tion of the catalyst washcoat. An example is shown in Fig. 4. A
similar procedure is also implemented to solve Eq. (17) at the

subgrid scale and determine the net heat source (R),).

From the preceding discussion it is clear that the development
of the subgrid scale models and the fitting of unknown parameters
involve some assumptions and approximations. Thus, results ob-
tained using subgrid scale models will not exactly match results of
direct numerical simulation. On the positive side, in addition to
being computationally very efficient, subgrid scale models offer
the advantage that additional small-scale physical phenomena can
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Choosing Effective Surface to Volume Ratio

* 5 cm diameter => 490 channels
E g 5 cm long monolith => 8 = 4X0.18X5X490 = 1764 cm?
£
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» The maximum effective surface to volume ratio is the geometric surface
to volume ratio

« Typically, the effective surface to volume ratio is much smaller than the
geometrically available surface to volume ratio.

Example: 100 grams of alumina washcoat has 1 gram of Pt catalyst.

Assuming that density of alumina and platinum are equal, one can say that
for 100 parts of alumina on the surface there will be one platinum part.

(PP

Fig. 4 Procedure for determining the effective surface to vol-
ume ratio (S/ V)5

17.96 m

be included with relative ease in comparison to direct simulations.
For example, phenomenon such as diffusion through the washcoat
is easily implemented by adding a diffusion resistance to the ex-
isting diffusion formulation.

3.2 Acceleration of Surface Chemistry Calculations. Pro-
filing of the code during direct numerical simulation of catalytic
converters revealed that more than 50% of the overall CPU time is
spent in solving the reaction—diffusion flux balance equation [Eq.
(16)] at the surface if the surface reaction mechanism involves
more than ten species. Many applications of catalytic conversion,
such as NOx removal using three-way catalysts, involve ex-
tremely complex surface chemistry. In such cases, the reaction
mechanism may involve several tens of reactions and several tens
of species (see for example Ref. [17]), and the surface reaction
calculations may consume more than 90% of the overall CPU
time. Thus, computation of the surface reaction boundary condi-
tion is a major bottleneck in the overall computational algorithm if
sufficiently realistic reaction mechanisms are used. Consequently,
it is logical to devote attention to develop algorithms that will
significantly enhance the efficiency of these calculations.

Difficulties, similar to the ones just described, arise in the treat-
ment of homogeneous reactions, as well. Over the past two de-
cades, several approaches have been developed to address this
issue in the context of homogeneous reactions. Notable amongst
these approaches are: (1) genetic algorithms (GAs) [18-23]; (2)
artificial neural networks (ANNs) [24,25]; (3) high dimensional
model representation (HDMR) [26-28]; (4) intrinsic low-
dimensional manifolds (ILDMs) [29-33]; and (5) in ISAT
[3,34-44]. A detailed discussion of these methods and their pros
and cons is beyond the scope of this paper. It should suffice to say
here that of the five methods, the first four require generation of
an initial dataset or population to generate low-dimensional mod-
els that are ultimately employed to accelerate the chemistry cal-
culations. In other words, the first four methods require prepro-
cessing, and therefore, lack portability. For example, if an
additional reaction step is added or an existing step is altered, the
initial dataset generation and the “training” of the reduced model
has to be performed from groundup. In contrast, the in situ adap-
tive tabulation method does not require any preprocessing. The
algorithm works in situ, rendering it portable and extremely flex-
ible in terms of its capabilities.

The ISAT algorithm was developed by Pope [3] to enable in-
clusion of detailed chemistry in turbulent combustion calculations
using the PDF transport method [45]. In the PDF method, the
governing PDF transport equation is solved using a Monte Carlo
technique in which the state of a stochastic particle is marched
forward in time using a set of ordinary differential equations in

Journal of Heat Transfer

time. The composition of the stochastic particles changes due to
homogeneous reactions and turbulent transport (or mixing) and
these two processes are treated sequentially. The initial conditions
encountered by these stochastic particles, of which several hun-
dred thousand need to be traced, are often similar. This led to the
ISAT algorithm, in which instead of computing the reaction
sources for each particle, the results are stored in situ, and reused
later if another particle encounters a similar set of initial condi-
tions. The data are stored in a hyperdimensional binary table, in
which errors due to interpolation are adaptively controlled.

While the ISAT algorithm was originally developed to avoid
repetitive solution of the initial value problem, just described, it is
equally applicable to other types of mathematical models, such as
ones that involve repetitive solution of nonlinear algebraic equa-
tions, ordinary differential equations, or a combination thereof.
The ISAT algorithm was recently adapted for heterogeneous
chemistry [46] by developing a new formulation for the treatment
of DAE systems rather than the initial value problem for which
ISAT was originally developed. This algorithm will henceforth be
referred to as ISAT-S, briefly described below. Extensive details
on this algorithm may be obtained from Ref. [46]. In what fol-
lows, only a brief description of the algorithm is provided for the
sake of completeness.

The solution of Eq. (16) ultimately reduces to finding the roots
of a set of nonlinear algebraic equations of the general form

fi()=0, where ¢ is the vector of outputs in the problem. The
number of outputs must be equal to the number of equations, and

is denoted by n. The solution of the equation f;(¢)=0 will depend
on the specific value(s) of the parameter(s) in the equation. For
example, in this particular case, the solution of Eq. (16) will de-
pend on the wall temperature, which is treated as an input param-

eter. Let the parameters (or inputs) be denoted by the vector i, of
length m, such that the number of independent inputs is m. If the

set of outputs ¢, are known for a certain set of inputs t, through
a direct calculation, then we can seek the change in the outputs
caused by changes in the inputs using a Taylor series expansion
[46]

— - — — - = ﬂf,' &fi
(o + Ah, B + AD) = (s o Ag+ o Ay
Ao+ Mo+ A= o b+ 5, | Mg+ 50| 24,
L7 LIG) a2
+3 o %ijz.+2 o ¢j0A¢j
0 Vi=1,2,n (24)

where tensor notation has been used for all the derivative terms. If
the higher order terms in the expansion are dropped (i.e., within

the bounds of the linear approximation), and f:(¢y+A, Py

+Ad) and fi(ihy, dy) are set to zero, a linear expression relating
the changes in the output to the changes in the input is obtained.
In matrix form, this expression may be written as

[, [A¢] +[J,[AB] =0 (25)

where [J w] is the Jacobian matrix of the inputs and is of size n
Xm, [J ¢] is the Jacobian matrix of the outputs and is of size n
Xn. Equation (25) may be rearranged in the following form to
obtain the change in the outputs from a change in the output

[AB] = [, [ Ap] =[AN[AY] (26)

where the matrix [J ¢,]‘1[J 4] has been denoted by [A], the so-called
mapping or sensitivity matrix [3].

In the ISAT algorithm, data are stored in a binary table. Each
point of the table has a so-called ellipsoid of accuracy (EOA),
which represents a hyperdimensional convex region around each
point within which the linear approximation is valid to a user-
prescribed tolerance. If a query is found to be within the EOA,
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Fig. 5 Geometry and boundary conditions for the full-scale
catalytic converter modeled using the subgrid scale approach.

data is retrieved from the table directly. Otherwise, a direct calcu-
lation of Eq. (16) is performed and the results are either added to
the table as a new entry, or are used to grow the EOA. The size of

the EOA is calculated from the criterion [Ay][Q1[S QA Y]
<1, where [Q][2][Q] represents a singular value decomposition
(SVD) of the matrix [A]"[A] after appropriate scaling and normal-
ization [3]. The matrix [%] is a diagonal matrix consisting of
singular values [0y =0,="-+=0),=0]. The half-axis lengths of

the EOA in the various input directions are given by 1/ \e"(ri. The
matrix [Q] is a result of the SVD, and represents rotation of the
ellipsoid of accuracy about the principal input directions. As more
queries are processed, the ISAT table grows in size, and the EOA
around each point also grows, thereby increasing the probability
of retrieval. The retrieval rate becomes almost 100% (i.e., the
algorithm is asymptotically optimal) if a large number of queries
are processed, which is ideal for the problem at hand, in which
Eq. (16) may have to be solved more than 1 billion times based on
estimates provided earlier. In Sec. 4.2, preliminary results demon-
strating the efficacy of ISAT-S for the computation of complex
heterogeneous chemistry will be provided.

4 Results and Discussion

In this section, preliminary results are presented to demonstrate
the effectiveness of the two approaches, just described, to enable
modeling of full-scale catalytic converters.

4.1 Subgrid Scale Modeling Results. Validation studies that
highlight the accuracy as well as the deficiencies of the subgrid
scale models have been presented elsewhere [16]. In this paper,
results that demonstrate the effectiveness of this model for large-
scale catalytic converters are presented.

The case considered is a catalytic combustion of a methane—air
mixture on platinum in a converter with multiple monolithic
plugs. The geometry and boundary conditions for the case under
study are illustrated in Fig. 5. A single manifold is sealed off at the
right end thereby forcing the flow to pass through the five mono-
lithic plugs. The converter was modeled as an axisymmetric ge-
ometry. It is worth pointing out here that this is another advantage
of using a subgrid scale model. Since square channels are embed-
ded in a cylindrical monolith, full-fledged CFD calculations
would force one to perform fully three-dimensional calculations.
In the subgrid scale approach, since the square channels are at the
subgrid scale, their exact shape can easily be accounted for within
the subgrid description, as discussed earlier, while still allowing
axisymmetric calculations for the large-scale geometry. Thin
baffles separate the outgoing streams from the incoming fuel, and
were modeled using thin-wall or contact resistance models. A
finite-volume unstructured grid formulation [47,48] was used to
discretize and solve the governing equations. A total of only
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Fig. 6 Flow and temperature distributions in a full-scale cata-
lytic converter modeled using the subgrid scale approach

55,000 colocated cells were used. Pressure—velocity coupling was
resolved using the SIMPLEC algorithm [49,50] and a pressure-
weighted interpolation technique [51,52] was used to damp out
pressure oscillations. The fluid was assumed to obey the ideal gas
law, and all its transport properties were computed using the
Chapman-Enskog equations of kinetic theory [10] with Lennard-
Jones potentials obtained from the CHEMKIN transport property
database. The thermodynamic properties of the species were com-
puted using data obtained from the JANNAF database. Radiative
heat transfer was also considered, and was modeled assuming that
the fluid is optically thin, and that all solids are opaque, i.e., only
surface-to-surface radiation exchange was considered. The ab-
sorption coefficient of the monolithic plugs was set to a value of
100 m~! to simulate optically thick behavior. Gas-phase reactions
were neglected, and the surface reaction mechanism chosen for
the study was adopted from the literature [53]. It consisted of
eight gas-phase species and 11 surface-adsorbed species undergo-
ing 24 reactions.

The flow (velocity vectors and pressure) and temperature dis-
tributions within the full converter are shown in Fig. 6. An obser-
vation of interest is the fact that the last monolith encounters the
highest flow rate because the flow essentially gets “squeezed” into
it due to the main supply manifold being sealed at the right end.
Consequently, some of the fuel leaks through the last monolith
without being fully converted, as shown in Fig. 7. The site frac-
tion of platinum is about 95% when the reactions are fast and is
much lower in the regions where full conversion did not occur.
Parametric studies were conducted, and showed that at inlet flow
velocities of 10 m/s or less, 100% conversion can be achieved. At
a velocity of 25 m/s, 99% conversion can be achieved, and at a
velocity of 50 m/s (for which results have been shown here), only
71% conversion can be achieved. A single simulation required
about 1500 iterations for all residuals to decrease by four orders of
magnitude, and took about 25 h of CPU time on a 3 GHz Intel
Pentium processor. Based on the results shown, and the computa-
tional effort and resources needed to obtain them, it is clear that
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Fig. 7 Mass fractions of one of the reactants (CH,) and prod-
ucts (CO,) and the site fraction of platinum

the subgrid scale approach is a feasible modeling strategy for
practical catalytic conversion applications with realistic chemistry.

4.2 ISAT-S Results. Instead of coupling ISAT-S to a full-
fledged CFD code, for preliminary feasibility studies, the inputs to
the surface reaction solver were randomly perturbed, with the
maximum and minimum perturbations set to physically realizable
values. The inputs to the surface reaction solver [Eq. (16)] were
the species diffusion coefficients, the surface temperature, and the
cell center mass fractions of the species. The surface temperature
was varied randomly between 1080 K and 1320 K, the species

Table 1
processor: SUF=actual speed-up factor.

diffusion coefficients were varied randomly by 20% from a base-
line value, and the cell center mass fractions of the fuel and oxi-
dizer species were varied randomly between 0 and 0.1. The same
reaction mechanism, described in the preceding subsection, was
used. This resulted in a total of 17 inputs (=n) and 19 outputs
(=m). The outputs, in this particular case, are the near-wall mass
(or mole in the case of surface-adsorbed species) fractions of the
various species, and a tolerance of 1073 was set on them, implying
that each retrieved mass (or mole) fraction value must be within
1073 of the exact value for the retrieved result to be deemed us-
able. About 5.4% of the retrieved values violated the tolerance
criterion.

Table 1 shows the enhancement of efficiency that can be
achieved by using ISAT-S for such applications. SUF is the
speedup factor, defined as the ratio of CPU times without and with
ISAT-S in place, and Q is the number of queries (or number of
times Eq. (16) is solved). The table shows that for this particular
test case, SUF of 89 is achieved using ISAT-S if sufficiently large
number of queries is processed, and a reasonably large sized table
is used. The fact that the SUF increases with the number of que-
ries is also indicative of the fact that the algorithm is asymptoti-
cally optimal. As the problem size increases, its effectiveness also
increases. While these preliminary results (without actual cou-
pling to a CFD code) do not conclusively prove the effectiveness
of the ISAT-S algorithm for catalytic conversion applications, they
certainly establish ISAT-S as a method that has strong potential in
enhancing computational efficiency by several orders of magni-
tude for problems with reasonably complex chemistry.

5 Summary and Conclusions

Modeling full-scale catalytic converters using conventional
CFD techniques is prohibitively expensive because of the need to
treat transport phenomena at multiple length scales and the need
to treat heterogeneous chemical reactions at the smallest length
scale. Two different approaches, namely subgrid scale modeling
and in situ adaptive tabulation, which break away from conven-
tional direct CFD approaches, were discussed briefly and prelimi-
nary results were presented to indicate their efficiency. Both ap-
proaches are capable of enhancing the computational efficiency by
several orders of magnitude, as demonstrated here. In principle,
the two approaches can be used in tandem for maximum benefit.
In other words, the ISAT-S algorithm can be used for acceleration
of chemistry calculations at the subgrid scale. Future work needs
to be directed in two specific areas. First, the two approaches need
to be refined further. In the case of the subgrid scale approach,
issues that particularly need attention are nonequilibrium thermal
transport (i.e., thermal transport in the solid and fluid phases need
to be treated separately [54]) and anisotropic diffusion at the sub-
grid scale to eliminate diffusion between channels of the mono-
lith. For the ISAT approach, research needs to be directed toward
improving the accuracy of the retrieved results through better
strategies for error control [46,55]. Following these refinements,
research needs to be directed toward integrating the various pieces
for which preliminary results have been shown in this paper into a
single simulation environment. It is hoped that in due course, the

Effect of size of ISAT-S binary table on performance. All CPU times, shown in minutes, are for a 3 GHz Intel Pentium

80 k points 40 k points 20 k points 10 k points
Direct
Q CPU CPU SUF CPU SUF CPU SUF CPU SUF
100 107.9 19.6 5.5 15.3 7.1 13.3 8.1 12.3 8.7
107 1078 44.6 242 40.5 26.6 38.3 28.1 40.9 26.4
108 10,780 121.1 89 125 86.2 131.2 82.1 166.6 64.7
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research directions laid out here will lead to computationally
cheap and accurate simulation tools for the study of full-scale
catalytic converters with realistic chemistry.

Nomenclature
B = body force vector (m s™2)
¢, = specific heat capacity of species k (J kg™' K™')
Dy, = binary diffusion coefficient of species k into n
(m?/s)
D;, = ordinary multicomponent diffusion coefficient
(m?/s)
h = enthalpy of mixture (J/kg)
hy = enthalpy of the kth species (J/kg)
h?,k = enthalpy of formation of species k at standard
state (J/kg)
= diffusion mass flux of the kth species
= permeability tensor (m?)
= thermal conductivity of mixture (W m~' K1)
= number of outputs in ISAT table
molecular weight of the mixture (kg/kmol)
molecular weight of k-th species (kg/kmol)
unit surface normal vector
number of inputs in ISAT table
= total number of gas-phase species
pressure (Pa)
heat flux (W m~2)
= heat flux due to conduction (W m=2)
qp = heat flux due to interdiffusion of species
(Wm™)
qz = heat flux due to radiation (W m~2)

Lo == S NET IR
Il

R, = production rate of species due to heteroge-
neous reactions (kmol m=s~!)

S r = production rate of kth species due to homoge-
neous reactions (kg m™—s™")

S, = volumetric heat generation rate (W m~3)
T = temperature (K)

U = mass averaged velocity (m/s)

X, = mole fraction of kth species

Y, = mass fraction of kth species

Greek
6 = diffusion length scale (m)
Okn = Kronecker delta
& = porosity
Iy, = transformed diffusion coefficient tensor (m?/s)
Ay = molar concentration of species k at fluid—solid
interface (kmol m~)
p = mixture density (kg m™)
7 = shear stress (N m™2)
Subscripts
C = at cell center
I = at fluid—solid interface
Other
() = volume average over representative elemental
volume
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Heat and Mass Transfer
Evaluation in the Channels of an
Automotive Catalytic Converter by
Detailed Fluid-Dynamic and
Chemical Simulation

The role of numerical simulation to drive the catalytic converter development becomes
more important as more efficient spark ignition engines after-treatment devices are re-
quired. The use of simplified approaches using rather simple correlations for heat and
mass transfer in a channel has been widely used to obtain computational simplicity and
sufficient accuracy. However, these approaches always require specific experimental tun-
ing so reducing their predictive capabilities. The feasibility of a computational fluid
dynamics three-dimensional (3D) model coupled to a surface chemistry solver is evalu-
ated in this paper as a tool to increase model predictivity then allowing the detailed study
of the performance of a catalytic converter under widely varying operating conditions.
The model is based on FLUENT to solve the steady-state 3D transport of mass, momen-
tum and energy for a gas mixture channel flow, and it is coupled to a powerful surface
chemistry tool (CANTERA). Checked with respect to literature available experimental
data, this approach has proved its predictive capabilities not requiring an ad hoc tuning
of the parameter set. Heat and mass transfer characteristics of channels with different
section shapes (sinusoidal, hexagonal, and squared) have then been analyzed. Results
mainly indicate that a significant influence of operating temperature can be observed on
Nusselt and Sherwood profiles and that traditional correlations, as well as the use of
heat/mass transfer analogy, may give remarkable errors (up to 30% along one-third of
the whole channel during light-off conditions) in the evaluation of the converter perfor-
mance. The proposed approach represents an appropriate tool to generate local heat and
mass transfer correlations for less accurate, but more comprehensive, 1D models, either

directly during the calculation or off-line, to build a proper data base.
[DOL: 10.1115/1.2709657]

Keywords: computational fluid dynamics, automotive catalytic converters, heat transfer,
mass transfer, detailed chemistry

1 Introduction

As automotive emission regulations become tighter and tighter,
more efficient exhaust after-treatment devices are required to re-
duce engine tailpipe emissions under all operating conditions
[1,2]. To this aim, monolith catalytic converters for spark ignition
engines need to be improved in terms of performance which de-
pends on processes taking act on different time and space scales.
In fact, while the interaction with the engine exhaust system (e.g.,
inlet temperature or velocity profile) determines the overall
thermal-fluid-dynamic behavior, pollutant conversion depends on
surface heat and mass transfer occurring at the scale of a single
monolith channel. Proper efforts to increase catalyst performances
should then proceed towards the improvement of efficiency of the
processes acting on the small scales as well as to the study of
a closer integration between the engine and the whole exhaust
system.

Numerical modeling represents a powerful tool to drive the
catalytic converter development, and then, the availability of suit-
able models related to each scale (referred as modeling levels) is
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required. This usually leads to hybrid three-dimensional-one-
dimensional (3D-1D) numerical approaches by which the behav-
ior of the whole exhaust system [3,4] may be represented. Under
this scheme, the converter is described as an equivalent porous
medium with fluid-dynamic and chemical behavior similar to the
monolith. Local information are provided by coupling this equiva-
lent porous medium description to a detailed model of selected
channels located in representative regions of the converter. Either
plug flow (1D) or boundary layer (2D) approaches can be used to
describe the channel flow, where surface phenomena are taken
into account by mass and heat transfer correlations which may
however require ad hoc experimental tuning so reducing the
model predictive capabilities [5,6].

Since both local geometry effects and surface reaction may
strongly influence mass and heat transfer, the choice of a proper
correlation becomes a crucial issue. Moreover, as far as recent
design solutions for monoliths are concerned, the channel shape is
also modified, exploiting the material characteristics (ceramic or
metal) to enhance transport phenomena [7] (e.g., helicoidal pro-
files for ceramic and guiding shovels for metal). These effects
have also been recently pursued for other kinds of applications
such as air conditioning, electronics cooling, or biomedical de-
vices, by means of cross-corrugated arrangements [8] or dimples
[9]. For these new geometries neither standard correlations nor
analytic closures may be found to describe the transport process.
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The use of computational techniques could then be a valid ap-
proach to analyze the flow occurring into a given geometry [8,10],
and to characterize the channel behavior, namely heat/mass trans-
fer performance and pressure losses.

In the present paper heat and mass transfer processes in the
channel of an automotive catalytic converter have been analyzed
by means of a 3D computational fluid dynamics (CFD) approach
coupled to a tool describing detailed surface chemistry. The com-
mercial code FLUENT [11] has been coupled to a catalytic sur-
face reaction mechanism for the conversion of nitric oxides (
NO,), unburned hydrocarbons (HC), and carbon monoxide (CO).
Surface chemistry has been solved by a specialized tool based on
the open access solver CANTERA, characterized by excellent per-
formance in terms of computational cost [12]. The coupling of
CFD and chemistry solvers allowed us to describe in detail the
interaction between boundary layer development and surface
chemistry. The whole numerical tool has been used to provide
detailed channel-level information on thermal and pollutant spe-
cies profiles as functions of the most influencing parameters, such
as temperature and air/fuel ratio, without any preliminary tuning.
Moreover, the influence of channel geometry on the converter
performance has been analyzed proving the model capabilities to
evaluate innovative solutions in terms of geometry, materials, and
technology [13,14].

2 Numerical Modeling

Numerical simulation tools are more and more utilized to de-
sign automotive catalytic converters and many efforts have been
spent so far to develop proper methods. Koltsakis et al. [3] and,
more recently Pontikakis [4], reported rather complete analysis of
the models available in literature identifying different approaches.
The performances of after-treatment systems are evaluated with
respect to reference driving cycles (e.g., the new European driving
cycle with an overall length of 10 km and a 1200 s duration).
Hybrid models (i.e., characterized by different levels of descrip-
tion and taking into account the real engine behavior) are the most
diffused ones to study these processes as they are able to manage
long transient simulations together with rather detailed descrip-
tions of local phenomena. Such models are typically built as
modular frameworks [15], where the singular modules are usually
characterized as follows:

1. A transient, 1D model of the solid phase of the entire cata-
lytic converter (reactor level modeling);

2. A quasi-steady 1D model of temperature and gas distribu-
tions into a representative channel (channel level modeling);

3. A local 0D chemical scheme featuring a given set of reac-
tions (wash-coat level modeling).

Despite their simplicity, the previous models are rather effective
once properly tuned for given geometry, substrate characteristics,
and catalyst composition.

At channel level, heat and mass transfer (of a generic species, i)
occurring between gas and wash-coat are taken into account by
means of heat and mass transfer coefficients k and k,, ;, respec-
tively, by the following equations

Y.
pg”zo7 &iZ) = pgkm,iGSA[Yi(Z) - Yw,i(z)] (])
pgc[luzgg@ = kGSA[T\(Z) - Tw(Z)] (2)

k and k,, ; depend on Nusselt and Sherwood number, which are
defined as Nu=kD,,/\; and Sh;=k,, ;D;/D;. Usually, these param-
eters are evaluated by general expressions, valid for simple geom-
etries and standard boundary conditions (e.g., constant wall
temperature/concentration or heat/mass flux) [16]
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D 0.45
Nu= 3.66(1 + 0.095%‘1%:,,) 3)

D 0.45
Sh= 3.66(1 + 0.09SThPeM) (4)

The above equations are valid for circular sections and constant
temperature/concentration boundary conditions. However, this
simple description does not take into account important phenom-
ena occurring in the real channel flow, such as the entry effect or
the influence of surface reactions on mass and energy transfer
processes [5]. Specific experimental data, such as light-off behav-
ior of the converter [17], are then needed in advance, so reducing
the potential of numerical simulation.

On the contrary, a complete analysis of 3D flow into the chan-
nel coupled to a detailed description of the surface reaction allows
to evaluate the local behavior starting from the actually occurring
phenomena. Reliable correlations of mass and energy transfer
leading parameters may then be evaluated starting from detailed
channel analysis. This represents a viable solution to obtain a
more physical description which includes heat and mass transfer
and chemical kinetics. Parametric functions in the form Nu
=Nu(x,y,z,7) and Sh;=Sh;(x,y,z,f) may be derived from this de-
tailed analysis and could be used in a hierarchical numerical
framework. Moreover, by in this way, the model would also be
capable of directly taking into account the section shape influence
on the converter performance and the presence of the porous
wash-coat which affects species diffusion [18].

The presented 3D model is based on two main modules, one
describing the surface processes (e.g., absorption of reacting spe-
cies on the active sites in the wash-coat; their reaction and back
diffusion in the bulk gas) and the other taking into account
thermal-fluid dynamics of the exhaust in the monolith channel.
The two modules are separately described in the following
subsections.

2.1 The General Fluid Dynamic Problem. Steady-state flow
equations for a 3D single channel are solved for a perfect-gas
mixture representing the main composition of internal combustion
engine exhaust: the mixture includes eight species (O,, N,, CO,,
CO, NO, C3H6, H2, and Hzo)t

Mass
V.pu=0 (5)
Species
V-pYu-V-(pDVY)=0 (i=1,...,N,) (6)
Momentum
V-(pu@u—,uVu):—V(p+§,u,V~u> (7)
Enthalpy
V- (puh-=\VT)=0 (8)

Only surface reactions are implemented into the model, whereas
bulk reactions are not expected due to the limited concentration of
reacting species. Accordingly, chemical source terms are taken
into account via channel surface boundary conditions. Standard
boundary conditions are imposed at the channel inlet (velocity,
temperature, and species mass fraction array) and at the channel
outlet (developed flow, atmospheric static pressure). A schematic
of the flow domain is provided in Fig. 1 to further clarify bound-
ary conditions assignment.

The equations have been solved by means of the commercial
finite volume CFD code FLUENT 6.2, which allows to easily
manage the fluid dynamic equations for ideal gas mixtures and the
related thermodynamic and transport properties as functions of
composition and temperature.

APRIL 2007, Vol. 129 / 537



QUTLET B.C.
-Atm. pressure
-Enthalpy flux=0
-Species fluxes=0
WALL B.C.
Velocity=0
-Chemical spacles fluxes
-Heat flux due to chemical reaction

INLET B.C.
-Veloclty
-Temperature
-Species Mass Fractions

Fig. 1 Schematic of channel boundary conditions

2.2 Surface Chemical Reactions. The overall reactions oc-
curring into three way converter may be summarized by the fol-
lowing global mechanism

CO +1/20, — CO,
C,H, + (a +b/4)0, — bCO, + a/2H,0

CO +NO — CO, + 1/2N, 9)

Unfortunately, no reliable simplified rate laws for such a mecha-
nism exist [19]. In this work, the detailed chemistry approach has
been instead adopted to overcome this lack of accuracy. Following
this approach, each reaction of the global mechanism has been
replaced by a number of elementary steps to the aim of better
describing the actual reaction paths.

The detailed mechanism has been derived by Ref. [20], and it is
composed by 61 elementary reactions involving 31 species (eight
in the gas mixture, 23 in the surface adsorbed phase). Surface
species are furthermore divided into platinum-adsorbed and
rhodium-adsorbed ones. Further details on the mechanism and
kinetic parameters may be found in Refs. [20,21].

Some simplification hypothesis are taken into account not to
make the chemical computational effort more difficult. In
particular:

1. OH adsorption and desorption are not taken into account.
OH therefore appears only as a surface species, neglecting
the contribution of OH into the exhaust gas;

2. N,O production is not taken into account in the mechanism
as typical operating temperatures are relatively high. N,O in
fact plays a role at lower temperatures [22];

3. NO, is not considered in the exhaust. This hypothesis is
certainly confirmed for rich and stoichiometric mixtures; it
is retained acceptable also for lean mixtures;

4. C3Hg is considered as representative of the THC. C3Hg in
fact should only represent the easily oxidizing HC (“fast”
HC), which however includes the major part of the total
amount of HC [15].

The local status of the catalytic surface is described by tempera-
ture, gas species molar fractions on the wall, and surface coverage
6; of each adsorbed species. 6; is defined as the ratio of occupied
sites by species i to the totally available sites per surface area I'.
Surface coverages follow the fundamental property

Ny
2 ’l(}l‘ = 1
i=1

where N, represents the total number of surface adsorbed species,
and are independently defined for Pt and Rh sites.

Elementary steps reaction rates per unit volume (gas phase) and
per unit area (surface adsorbed phase) §; are modeled by Arrhenius

(10)
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laws. Kinetic data for the specific set of reactions are taken from
literature, and include competitive adsorption and desorption on
platinum and rhodium catalytic sites [23]

K, NN,

si= 2 vk [T e i=1, N+ N, (11)
k=1 j=1

In Eq. (11) the rate coefficient k,(f) is modeled by an extension of

the classical Arrhenius law to take into account the additional
dependence on surface coverages

N,
E 1 g 0
k(:\‘) = A, TP (_ “*k> Gk (#) 12
k KL eXp RT 11} i " eXp RT (12)

The rate coefficient of adsorption reactions is defined in the stick-

ing form [24]
1 | RT
k(S) — S{O)_ [kl
k " T7 N 2aM;

CANTERA has been selected as chemical solver to evaluate reac-
tion rates of gas species and the associated heat release in any
position of the channel wall, once the local thermodynamic state
(temperature and molar fractions) is defined. The chemical solver
therefore iterates until the steady-state condition is reached for
each surface species coverage

0,
ot

(13)

=0; i=Ng+1,...,Ng+Ns

(14)
The corresponding gas species molar sources per unit volume s;
are evaluated and constitute the flux boundary conditions for spe-
cies 3D transport equations, by means of the following equation

ntial/geojiMizji i= 1’ "’Ng (15)

Stefan velocity contribution in Eq. (15) is neglected as the prob-
lem is solved under steady-state hypothesis. The effectiveness fac-
tor allows to take into account diffusion into the wash-coat, and it

is defined as 7;=s,;/s;, where s; is the mean surface reaction rate
into the porous structure. It can be analytically calculated in terms
of z;=tanh(®)/P, ® being the Thiele module which depends on
the wash-coat parameters [24]. Although thicker wash-coats may
not be suitable [24], the effectiveness factor approach has been
preferred instead of the solution of the complete diffusion prob-
lem. The examined wash-coats are 100 wm (4 mil) thick and less,
so the proposed mean surface reaction rate expressions may be
retained to be valid since homogeneous wash-coat coverage and
temperature fields are assumed to occur over the thickness under
that hypothesis.

Heat released by heterogeneous chemistry is added to the gas
phase by imposing an equivalent heat flux as boundary condition
at the gas—solid interface using the following relation

Ng
ghet 2 thORM R?et

i

(16)

where S"! represents the heat flux of enthalpy on the boundary.

2.3 Computational Details. As already mentioned, chemical
source terms are calculated by using the specialized open source
solver CANTERA. A procedure able to couple the CFD solver
FLUENT to the surface chemistry solver has then been developed.
CANTERA, an efficient stiff-equation chemical solver, allows to
easily manage species reaction rates and remarkably reduce com-
putational effort with respect to traditional chemical solvers.
Moreover, the use of CANTERA allowed us to parallelize the
chemical computation.

In fact, since the local chemical problem solving requires a
large computational effort in terms of time, the computational
grid, constituted by a number of approximately 15,000 wedge
cells with an average grid spacing of 0.13 mm, has been split into
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Fig. 2 Computational time speed-up as a function of the num-
ber of employed nodes

several partitions to minimize the overall computational time. The
independence of local chemical problem on the neighbor informa-
tion, and the different computational time required to solve chem-
istry and fluid dynamics, allowed to get to obtain a great advan-
tage from such a procedure by means of a chemical
parallelization. Results in terms of speedup are presented in Fig. 2
which refers to a four node Pentium IV 3.0 GHz linux cluster.

A channel computation takes about 7 s CPU time per iteration.
A rather high number of iterations (around 2000) is required to
reach the steady-state solution as the appearance of significant
source terms requires the use of an under-relaxing factor on the
order of 0.5 for species and energy transport equations.

The chemistry related computational effort is around ten times
the fluid-dynamics characteristic one. This may be interpreted as
the extra cost to increase the model predictivity.

Grid independence has been evaluated by halving the grid spac-
ing until a variation of less than 4% in Nu and Sh numbers pre-
diction has been found.

3 Discussion of Results

The model has been first tested with respect to literature avail-
able experimental data. Once predictive capabilities have been
assessed, the model has been used to analyze the influence of
channel section shape on mass and heat transfer processes.

3.1 Numerical Model Validation. Experimental data re-
ported in Ref. [25] refer to a Pt/Rh three-way catalyst impreg-
nated on y-Al,O3 and supported by a common square section
cordierite monolith. The converter has a channel density of 400
CPSI, and it is put into an isothermal laboratory-scale tube reactor
(diameter of 22 mm and length of 29 mm). Further parameters are
provided in Table 1.

Operating conditions have been largely varied in terms of air/

fuel ratio A, defined as

~ Xco+9Xc

ox (17)
This parameter has been set equal to 0.5, 0.9, and 1.8 referring,
respectively, to rich, near-to-stoichiometric, and lean conditions. A
rather large inlet temperature variation ranging from
100°C to 600°C has been simulated, allowing a complete test of
the model performance under kinetic limited (low temperature),
mass limited (high temperature), and intermediate regimes. Poor
conversion is expected at low temperatures in the kinetic limited
regime and vice versa at high temperature where mass transfer
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Table 1 Experimental/numerical validation operating
conditions

Property Value

Pt/Rh composition 5:1

Noble metal loading 50 g/t
Active catalytic surface 28 m?/g
ch/geom 70

Site density I’ 2.72 %107 mol/cm?
Single channel diameter 1 mm

Single channel length 20 mm

Inlet velocity at 25°C, 1 atm 1.35 Sm/s
Inlet A 0.5;0.9; 1.8
Washcoat thickness 4 mil
Washcoat tortuosity 3
Washcoat porosity 27.9%

Pore mean diameter 12.29 nm
Washcoat surface/volume ratio 777X 10-5 m~!

limited conditions are reached.

The species conversion efficiency (7cony) is used as reference
parameter for comparison with experiments. Results are reported
in Figs. 3(a)-3(c) for the A\,=0.9 condition. High-temperature
efficiencies are very well predicted by the model, since error lies
under 5%. At intermediate temperatures, however, both CO and
NO conversion efficiencies are underestimated, whereas C3Hg is
overestimated. The model performance may nevertheless be con-
sidered good as the temperature range is rather wide and no pre-
liminary tuning has been performed.

For lean conditions (A\,,=1.8) a rather different behavior can be
observed in Fig. 3(d). The excess of available O, gives a maxi-
mum efficiency at 630 K. Despite the more complex physical be-
havior, the model still proves to be able to capture the main char-
acteristics of the involved phenomena.

Similar results can be observed for rich mixtures (\,,=0.5) as
far as CO and NO are concerned. In those conditions, the model
instead gives poor prediction of C3Hg conversion (Fig. 3(e)); the
proposed mechanism fails under the rich regime as C;Hg probably
follows a different reaction path, involving a wider variety of
adsorbed chemical species which should be included.

According to the previous discussion, the model can be consid-
ered reliable as an analysis tool for heat and mass transfer pro-
cesses under surface reacting conditions.

3.2 Analysis of Different Channel Sections. The perfor-
mance of different channel sections, namely sinusoidal, squared,
and hexagonal, have then been analyzed using the model. Differ-
ent section shapes basically reflect the use of different support
materials (sinusoidal for metallic, squared and hexagonal for ce-
ramic). Accordingly, several wall thicknesses (2 mil for metallic
and 4 mil for ceramic) have also been chosen as representative of
common applications. The operating conditions refer to engine-
realistic values (200 kg/h flow rate) with regard to 400 cells per
square inch (CPSI) cell density 63 mm long three-way catalyst
channels.

A detailed description of the section parameters and operating
conditions are provided in Tables 2 and 3. To further increase the
significance of the test, the influence of wash-coat on the section
shape also has been considered [26]. All other parameters assume
the same values as reported in Table 1 except for air/fuel ratio,
which has been kept constant and equal to 0.9.

Section-averaged Nusselt number trends have been investigated
as representative of heat transfer nondimensional behavior for all
the sections, as reported in Fig. 4. The influencing effect of sur-
face reaction on heat and mass transfer has been initially evalu-
ated with respect to the solutions of the Graetz—Nusselt problem
(i.e., constant wall temperature and heat flux as boundary condi-
tions for energy equation). The overall profiles show the charac-
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teristic behavior with a significant entry effect (1 cm long about
for all sections, which agrees with an entry length z, evaluated by
(zo/Dy)/ (Rep/Pr)=0.05 [27]), and then an asymptotic value.
However, it can be observed that surface chemistry radically
changes the wall heat transfer mechanism. In fact, for moderate
temperatures (600 K), the constant-heat-flux behavior is approxi-
mately followed, whereas a constant temperature can be observed
for higher temperatures (800 K) [28]. Intermediate temperatures,
corresponding to light-off conditions, give intermediate results as
far as the asymptotic value is concerned, and also a marked
change of heat transfer mechanism near the entrance region [29].
This phenomenon is particularly relevant for squared and hexago-
nal sections and leads to a deviation of up to 30% with respect to
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Table 2 Operating conditions for different sections analysis

Property

Value
(common to all sections)

Pt/Rh composition
Noble metal loading
Active catalytic surface

F cat/geom

Site density I'

Single channel length
Inlet A

Washcoat tortuosity

Washcoat porosity
Pore mean diameter

Washcoat surface/volume ratio

5:1
50 g/ft?
28 m?/g
70
2.72X 107 mol/cm?

63 mm
0.9

3
27.9%

12.29 nm
7.77%X10-5 m™!
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Table 3 Main parameters for different sections analysis

Section parameters Sinusoidal Squared Hexagonal
CPSI 400 400 400
Support thickness (mil) 2 4 4
Washcoat thickness (mil) 1 1 1
Open frontal area 0.8 0.725 0.763
Inlet velocity (m/s) 9.53 10.5 10

standard correlations along one-third of the whole channel.

This behavior can be explained observing the section-averaged
bulk-temperature trends for the different sections (Fig. 5). For
600 K inlet temperature, the occurrence of an approximately lin-
ear temperature trend can be observed, that can be related to a
constant heat-flux boundary condition as far as the mixture spe-
cific heat does not remarkably vary; at 650 K, instead, a sudden
temperature rise in the central region of the channel may be ob-
served, which is more evident for hexagonal and squared sections;
this occurrence gives rather large wall-bulk gradients which in
turn mean high Nusselt numbers. As far as higher temperatures
are approached (800 K), reaction rates become higher and there-
fore a sudden temperature increase may be observed in the en-
trance region. In this case, higher reaction rates are also expected
which in turn determine higher species consumption rates. Tem-
perature trends towards the end of the channel have then the ten-
dency to flatten for lack of reactants: this can explain the reason
why Nu distribution is closer to constant wall temperature condi-
tions for higher inlet temperatures.

The local heat transfer capabilities can be evaluated, by the 3D
model, by defining the local surface Nusselt number
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Fig. 5 Bulk temperature axial profiles for all sections and op-
erating conditions
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n )
Nu(x,y,2)|,, = - 18
(2], T(x,9,2)|, = Toun(2) ()

where Ty, represents the section bulk temperature; its analysis is
important to optimize the section shape and get the best perfor-
mance in terms of heat and mass transfer.

Nusselt number distributions in the outlet region (correspond-
ing to developed conditions) are reported in Fig. 6 for 650 K inlet
temperature and all the sections: it can be observed that, in any
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case, the section heat transfer characteristics are rather inhomoge-
neous, whereas efficiency (related to the local Nusselt number)
heavily depends on local surface curvature. The sinusoidal section
exhibits the highest deviation from the mean value, while the
hexagonal, whose wash-coated section appears similar to the cir-
cular one, presents the most regular one.

The local Nusselt number distribution along the section perim-
eter is reported in Fig. 7(a)-7(c), whose reference frame is

sketched in Fig. 7(d). It may be observed that Nu is unevenly  definition
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Fig. 7 Wall Nusselt number profiles for (a) sinusoidal; (b)
squared; and (c¢) hexagonal sections, 650 K; (d) perimeter
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Fig. 8 Wall heat flux: (a) sinusoidal; (c) squared; (d) hexagonal sections, 650 K; (b) entrance detail of sinusoidal section

distributed along the perimeter. This information may be useful to
identify the key section design parameters which influence its heat
and mass transfer characteristics. The role of section corners can
also be highlighted in these pictures, as Nu profiles get minimum
values in those regions. With respect to this general trend, the
sinusoidal section shows a different behavior near the channel
inlet. Within the development length, in fact, Nu profile shows a
more homogeneous behavior which results in a higher average
Nu. The previous observations may be better understood if the
actual heat flux distributions (Figs. 8(a)-8(d)) are analyzed. In
fact, a very effective heat exchange can be observed for the sinu-
soidal section at the inlet (Fig. 8(b)), whereas only downstream of
the entry length the more inhomogeneous Nu distribution influ-
ences heat flux in the corners. However, the latter effect takes act
where temperature and mass fraction gradients between the wall

Journal of Heat Transfer

and the bulk are already diminished and, consequently, plays a
minor role. The above mentioned phenomenon allows the sinu-
soidal section to obtain the fastest bulk temperature trend, as re-
ported in Fig. 9 where the practically coincident behavior of the
hexagonal and square can also be observed. Similar conclusions
could be drawn for other operating conditions.

Another important consideration on the influence of surface
chemistry can be finally observed. Following the heat/mass trans-
fer analogy [27], these processes are governed by dimensionless
equations of the same form as far as constant heat (mass) flux or
temperature (concentration) boundary conditions can be assumed
on the wall. While at low temperatures heat/mass transfer analogy
is almost confirmed, showing that Nu and Sh; numbers can be
related by an equation of the following form
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Nu (Pr)m

Sh; \Sc;
where m is a positive exponent less than 1 [27], at higher tem-
peratures, boundary conditions must take into account the surface
chemistry and cannot then be described by a simple constant flux/
concentration hypothesis. In Fig. 10(a), as an example, squared
section Sh profiles with respect to CO, C3Hg, and NO are reported
and compared to Nu number for 600 K inlet operating conditions.
The similarity of the profiles is evident here, which means that the
analogy is satisfied for this operating condition; the shift between
Sh and Nu depends on the examined species Lewis number (Le;
=Sc;/Pr) which assumes an approximately 1 value for CO and
NO and 1.6 value for C3Hg.

At higher temperatures, Nu and Sh deviate from Eq. (19):
squared section Nu and Sh numbers are again plotted in Fig. 10(b)
for 650 K operating conditions, where a lack of similarity is evi-
dent. That lack of similarity is further put into evidence in Figs.
10(c)-10(f) where profiles of bulk temperatures and pollutant spe-
cies mass fractions are reported for the same operating condition.

Results in terms of pollutant outlet fractions (defined as
1-mcony) are finally summarized in Fig. 11. Almost coincident
asymptotic values can be observed as temperature goes up: under
these conditions flow residence time is definitely higher than
chemical conversion time. Conversely, at intermediate tempera-
tures, where characteristic times are comparable, the more effi-
cient heat and mass transfer characteristics of sinusoidal section
allow to get better performance under the overall temperature
range.

On the basis of the previous results it can be concluded that
standard correlations, where available, are not always reliable for
predicting heat and mass transfer parameters for intermediate tem-
perature operating conditions under reacting conditions. The use
of a detailed numerical tool has proved to allow the evaluation of
the characteristics of given sections, and directly determine their
performances in terms of species conversion efficiency.

(19)

Conclusions

A numerical analysis has been conducted to study heat and
mass transfer processes in the channels of a three-way catalytic
converter. The main purpose of the analysis has been the evalua-
tion of the influence of surface reactions on these processes with
respect to different channel geometries. To this aim, a 3D descrip-
tion of the flow field into the channel has been coupled to a de-
tailed surface chemistry reaction mechanism describing the con-
version of gaseous pollutants (HC, NO,, and CO) on a Pt/Rh
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catalyst. The model has proved to be sufficiently predictive with
regard to lean to stoichiometric operating conditions in the whole
temperature range and it has been used as a basic design tool to
evaluate different channel designs.

Sinusoidal, squared, and hexagonal shapes have been selected
to represent different support materials and technologies: they
have been analyzed to compare their performances in terms
of heat and mass transfer capabilities, measured by Nu and Sh
distributions.

Results mainly indicate that:

1. Heat and mass transfer characteristics are remarkably differ-
ent for the different sections, and mostly depend on wall
temperature and gaseous species concentration distribution;

2. Section averaged Nu and Sh profiles for reacting flows as-
sume approximately intermediate trends between constant
heat flux and constant temperature. By increasing operating
temperature, the wall constant temperature conditions are
reached although some differences can still be observed in
terms of entrance length;

3. Nu (Sh) along the section perimeter has a rather inhomoge-
neous profile. The sinusoidal section is particularly prone to
this effect. The sections corners constitute, especially for
that section, low-efficiency heat transfer zones as far as the
asymptotic behavior is concerned; conversely, in the en-
trance region the corners remarkably contribute to the sud-
den temperature increase;

4. Despite the nonuniform Nu (Sh) local distribution, the sinu-
soidal section showed the best performance in terms of heat
exchange and pollutant conversion in all conditions;

5. Sh can be computed following heat and mass transfer anal-
ogy as far as constant flux and mass fraction boundary con-
ditions may be taken as representative; on the contrary, mass
transfer behavior deviates from the Nu trend since a nonlin-
ear relation exists between energy and mass equation bound-
ary conditions.

On the basis of these results, the proposed approach may represent
an effective way to study heat and mass transfer processes in the
channels of a catalytic converter and can also be used to generate
basic correlations for Nu and Sh numbers with no requirements of
experimental data needed for the parameter set estimation.

Nomenclature
A = transversal channel section, m?
A} = reaction k Arrhenius pre-exponential coeffi-
cient, mol cm s
¢ = concentration, mol/m?, mol/m?
c, = constant pressure specific heat, kJ/kg K
CFD = computational fluid dynamics
CPSI = cells per square inch
D), = hydraulic diameter (4A/P), m

D; = species i mass diffusivity, m?/s
E, = activation energy, kJ/mol
Feaygeo = catalytic versus geometrical surface ratio

GSA = geometric surface area per unit reactor volume,
m?/m?
h = enthalpy, kl/kg
HC = hydrocarbons
j = diffusive flux, kg/m?s
k;, = reaction k Arrhenius coefficient, mol cm s
k = convection coefficient, W/m? K
k,,; = species i convection mass transfer coefficient,
m/s
L = channel length, m
Le; = Species i Lewis number (Sc;/Pr)
m = constant
mil = one thousandth of an inch, 2.54E-5 m
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N = total number (species, reactions)
M = molecular weight
n = outward surface normal
NEDC = New European driving cycle

Nu = Nusselt number, kD;,/\
p = pressure, Pa
P = section perimeter, m

Pey = heat Péclet number, ulL/«

Pe), = mass Péclet number, uL/D
Pr = Prandtl number, uc,/k

R = species i reaction rate per unit surface, kg/m? s
R = universal gas constant, J/kmol K
§ =
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= molar reaction rate per unit surface, kmol/ m?s

THC

= adsorption/desorption sticking coefficient
= enthalpy surface heat flux, W/m?

Reynolds number (puD;,/ i)

= species i Schmidt number (v/D;)

species i Sherwood number (,, ;D,/D)

= time, S

Temperature, K
total hydrocarbons

= velocity, m/s

molar fraction
mass fraction

= axial coordinate, m

entry length, m
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Greek Symbols

B

, ML
g

Y

7CONV

b;
A
Nox
)
v

kinetic coefficients

kinetic coefficient, kJ/mol
effectiveness factor

species conversion efficiency
species i surface coverage
thermal conductivity, W/m K
air fuel ratio

dynamic viscosity, kg/ms
stoichiometric coefficient
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v’ = order coefficient

p = gas density, kg/m?

7 = number of occupied adsorption sites of species
i

I' = site density, mol/m?

® = washcoat Thiele module

Subscripts and superscripts

FORM = formation
i = ith chemical species
kth chemical reaction
gas phase
solid-gas interface
wall
= z component
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Numerical Studies on Channel
Formation and Growth During
Solidification: Effect of Process
Parameters

In the present work, solidification of a hyper-eutectic ammonium chloride solution in a
bottom-cooled cavity (i.e. with stable thermal gradient) is numerically studied. A Ray-
leigh number based criterion is developed, which determines the conditions favorable for

freckles formation. This criterion, when expressed in terms of physical properties and

process parameters, yields the condition for plume formation as a function of concentra-
tion, liquid fraction, permeability, growth rate of a mushy layer, and thermophysical
properties. Subsequently, numerical simulations are performed for cases with initial and
boundary conditions favoring freckle formation. The effects of parameters, such as cool-
ing rate and initial concentration, on the formation and growth of freckles are investi-
gated. It was found that a high cooling rate produced larger and more defined channels
which are retained for a longer durations. Similarly, a lower initial concentration of
solute resulted in fewer but more pronounced channels. The number and size of channels
are also found to be related to the mushy zone thickness. The trends predicted with regard
to the variation of number of channels with time under different process conditions are in

accordance with the experimental observations reported in the literature.
[DOI: 10.1115/1.2709660]

Keywords: solidification, channels, process parameters, numerical simulation

1 Introduction

During solidification of a binary substance, the melt interacts
with the mush and its diffusion layer both solutally and thermally,
resulting in a situation where both temperature and solute concen-
tration gradients play significant roles. These gradients lead to
convection due to thermal and solutal buoyancy in both mushy
and liquid regions, resulting in double-diffusive convection.

The physical issues pertaining to any solidification process gen-
erally depend on the externally imposed boundary conditions and
the initial concentration of the binary substance. In the case of a
melt cooled from below, the fluid layer is always thermally stable,
and hence a thermal-buoyancy driven flow does not occur. How-
ever, if the thermally stable system rejects a lighter residual upon
solidification, the situation leads to density inversion. Such inver-
sions are generally unstable and can give rise to finger type, so-
lutally driven convection which leads to the formation of channels
in localized regions of the mushy layer, known as freckles. The
formation of channels within a casting represents a severe form of
macrosegregation [ 1], since the composition and crystalline struc-
ture of solid, which ultimately forms within the channels, differs
significantly from those of the surrounding solid regions.

The defects caused by freckles in alloy castings, along with the
interesting fluid mechanical phenomenon associated with their
formation [2], have attracted the attention of various researchers
in the past. Many experimental studies have been made to better
understand the conditions of freckles initiation and characteristics
[3-10]. The experimental work cited above mainly focused on the
measurement of liquid fraction [3], temperature [4], concentration
[6], and flow field [7]. All the above investigations report obser-
vations and explain the phenomena associated with freckles for-
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mation. Means to offset the naturally induced fluid motion have
also been investigated [8—11]. Tan et al. [10] and Tan [11] studied
experimentally the effect of base plate temperature, initial concen-
tration, inclination angle of the cavity, and vibration on freckle
formation. The complex convection phenomena occurring during
freckle formation represent a formidable challenge for numerical
simulation. Neilson and Incropera [12] numerically simulated so-
lidification in a bottom-chilled cavity under conditions for which
large-scale convection results from a compositionally induced
density inversion in the mushy region. It was observed that chan-
nel growth is predicted to begin at the liquidus front and, due to
localized freezing point depression, propagated downward toward
the chill plate. Since then, numerous studies have been performed
to simulate and predict freckling in upward directional solidifica-
tion [13-19]. Felicelli et al. [13] simulated channel formation in
directional solidification of Pb—Sn alloys in two dimensions. Neil-
son and Incropera [14] performed three-dimensional simulations
of channel formation. Three-dimensional simulations have also
been performed by Felicelli et al. [15] for binary alloys. Some
numerical studies were carried out to model the macrosegregation
and freckle channel segregates formation during the directional
solidification of super alloy casting by Schneider et al. [16]. In
their work, a model for the fragment movement and remelting was
developed that pertains to realistic conditions involving a multi-
component Ni-based superalloy. Sarazin and Hellawell [17] stud-
ied channel formation in Pb—Sn, Pb—Sb and Pb—-Sn-Sb alloy in-
gots and compared the results with the NH,Cl-H,O system. A
Rayleigh number based criterion was developed for predicting the
formation of freckles in Pb—Sn alloys by Bergman et al. [18] and
more recently by Beckermann et al. [19] for Ni-base superalloy
castings. Detailed mesh spacing sensitivity studies have been per-
formed by Sung et al. [20] for two-dimensional simulations of
freckle formation in upward directional solidification.

Although there are numerous numerical studies on freckle for-
mation reported in the literature, systematic studies on the effects
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of various parameters on the mechanism of plume formation and
the conditions leading to freckle formation are relatively few.
Most of the literature on freckles formation [13-20] focused
mainly on predication of freckles formation in the mushy zone.
However, few studies have been is reported with regard to param-
eters (such as cooling rate, growth rate of the mushy zone, and
initial concentration of the system) affecting the mechanism of
plume growth, leading to formation of freckles, their evolution,
and the variation of number of channels with time. In this context,
there have been some recent experimental studies by Tan et al.
[10] and Tan [11] on the effect of base plate temperature, initial
concentration, inclination angle of the cavity, and vibration on
freckle formation. These studies attempt to relate the time evolu-
tion of channels and their thickness and depth to the parameters
mentioned above. However, there is a need for a comprehensive
and systematic numerical study on the effect of various param-
eters on the freckles formation mechanism which can also support
the experimental observations reported in Tan et al. [10,11]. The
present numerical study is based on the establishment of a Ray-
leigh number based criterion to determine the conditions favorable
for freckles formation, leading to the identification of some rel-
evant physical parameters. Numerical studies are performed with
regard to the general trend of freckle formation, and its sensitivity
to various process parameters. The findings from the present nu-
merical studies are in accordance with those of experimental re-
sults [10,11]. The numerical studies also provide insight into the
physics involved in the formation, growth and destruction of
channels.

2 The Model System and Physical Issues

The model system for the present study consists of a rectangu-
lar cavity of height H and width H/A (where A is aspect ratio),
filled with a hyper-eutectic binary solution of aqueous NH,CI. A
schematic diagram of the model is shown in Fig. 1. At the start of
the solidification experiment, a temperature gradient, G, is im-
posed across the height of the cavity, such that the temperature
increases linearly from the bottom wall to the top wall. The side
walls of the cavity are insulated. Cooling is achieved by lowering
the temperatures of the top and bottom walls of the cavity at a
constant rate, r, such that the overall temperature gradient is main-
tained across the height of the cavity.

The configuration described above will lead to directional so-
lidification from the bottom, once the bottom wall temperature
falls below the liquidus temperature. From a heat transfer point of
view, the bottom cooled fluid layer is thermally stable. However,
upon solidification from the bottom surface, the hyper-eutectic
solution will reject water at the interface due to partitioning. The
lighter solute (i.e., water) released at the interface will cause a
density inversion, leading to the possibility of solutally driven
plume convection.

Since plumes are a prerequisite for channel formation, we
would first like to determine a criterion for their formation. The
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condition for the onset of plumes is generally based on the clas-
sical Fleming’s criterion [21] which states that for plumes to form,
the interdendritic fluid velocity, V, should be greater than the iso-
therm velocity, R (which refers to the growth rate of the mush). In
other words, the criterion is

1‘—;>1 (1)

If we assume that the velocity in the mushy region follows Dar-
cy’s law, the magnitude of V can be expressed as
ApgK
y= 2Pt
vf

where K is the permeability, f; is the liquid fraction, and Ap is the
net density gradient which can be expressed as

2

_ (p=po) _
Po

Ap B'(C~Cy) 3)
In Eq. (3), C is the liquid concentration, C is a reference concen-
tration, and ﬂl is the effective expansion coefficient which can be
expressed as

B' = B~ Brim 4)
where m=dC/dT is the slope of liquidus line in the phase dia-
gram. Substituting the expression for velocity in Eq. (2) and
choosing a length scale, [, as D/R, where D is the species mass
diffusivity in the liquid and R is the growth rate, Eq. (1) takes the
following form

ApgK
Vle

The left hand side of Eq. (5) is a nondimensional expression re-
sembling a Rayleigh number, which can be defined in the present
context as

[>1 (5)

_ ApgK
- Vf[D

The Rayleigh number in this case is a function of concentration,
liquid fraction, permeability, growth rate of mushy layer, and ther-
mophysical properties. Accordingly, using Eq. (5), we can define a
critical Rayleigh number, Ra. =1, for onset of plumes.

The Rayleigh number, defined above, measures the ratio of the
driving buoyancy force to the retarding frictional force associated
with the permeability of the mush. It is a function of several
parameters as given in Eq. (6). This kind of criterion includes all
factors governing channel formation, i.e., permeability, physical
system, alloy properties, and processing parameters. However,
one of the ambiguities in this kind of criterion, as discussed in the
literature [17-19], lies in the definition of the length scale in Ray-
leigh number. In the present definition of Ra number, the length
scale (/) involves mass diffusivity instead of thermal diffusivity.
The reason for selecting solutal diffusivity is obvious, as the so-
lutal gradient is the driving force for the channels in the thermally
stable vertical solidification system.

Ra [ (6)

2.1 Key Parameters Affecting Freckle Formation. The
Rayleigh number definition includes density gradient as a driving
force for the plumes which, in turn, depends on the local concen-
tration gradient in the direction of plume growth (C—Cg). Now,
the role of local concentration gradient in determining the plume
growth depends on the initial condition (concentration and tem-
perature) of the system. Further initiation of plumes depends upon
the growth rate of the mush (R), which, in turn, depends on the
cooling temperature and the applied heat extraction rate (r=GR),
where r and G are cooling rate and temperature gradient, respec-
tively. After plumes are initiated, their growth depends on the
resistance offered by the mush, i.e., permeability of the mush (K).
Permeability is a complex parameter, which depends on the local
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liquid fraction (f;) and the dendritic arm spacing (d;) [22].

From the preceding discussion, it is apparent that the plume
formation and their growth are dependent on several interlinked
parameters which finally affect the formation of channels in the
mushy zone. The Rayleigh number, defined in Eq. (6) in terms of
process parameters and thermophysical properties, can hence be
used to arrive at the conditions favoring freckle formation. To
appreciate this methodology, we have plotted the Ra number ver-
sus each parameter (used in Ra number definition), by keeping
other parameters constant, for an aqueous ammonium chloride
solution. Each plot will give us the range of parameters determin-
ing freckle formation, based on the critical Ra number criterion
(Eq. (6)) of plume formation.

Figure 2 shows a plot between Ra number and concentration

gradient in the direction of plume growth, for different values of
liquid fraction. The maximum value of concentration gradient to
be used, (C,—Cy), comes from the chosen initial condition of the
system (C;=0.68) and the reference concentration (Cy=C,
=0.793). Figure 2 shows that for lower liquid fraction, a higher
concentration gradient is required for freckling to take place. The
same conclusion can be drawn from Fig. 3, which shows a plot
between Ra number and liquid fraction for different concentration
gradients.

Figure 4 depicts a plot between Rayleigh number and concen-
tration gradient for different growth rates, R. Here, growth rate is
controlled by the cooling rate (r=GR) applied. This plot shows
that higher growth rates will require more concentration gradients

= = Concentration gradient in the direction of plume growth =0.01 ' !
— Concentration gradient in the direction of plume growth =0.1

2+

Ionga

6

Freckle

I I 1 I I

1
0 0.1 02 03 0.4

0.5 0.6 0.7 0.8 09 1

Liquid fraction

Fig. 3 Variation of Ra number with liquid fraction for R=6X10° m/s,

=7.7 K/mm, r=0.046 K/s
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for plume initiation. In other words, high growth rates makes
channeling less probable, the same conclusion as stated in Flem-
ing’s criterion [21].

Figure 5 shows a plot between Rayleigh number and concen-
tration gradient, for different values of Schmidt number, Sc. This
variation of Sc refers to different alloy systems. Figure 5 shows
that for high Schmidt number alloys, plumes are more likely to
form, and hence they are more prone to freckling. It can be ob-
served from the plot that the NH,CI-H,O system, with Sc=250,
will require less concentration gradient for driving the plumes,
compared to the Pb—Sn system (with Sc=62.5).

Based on the Rayleigh number criterion established above and

its dependence on various parameters, it is possible to choose
initial and boundary conditions favoring freckle formation. Para-
metric studies, described subsequently in Sec 4, are performed
accordingly.

3 Mathematical and Numerical Modeling

3.1 Governing Equations. For solidification modeling, a
fixed-grid single domain formulation is adopted, based on the
classical mixture theory [23]. For the purpose of mathematical
modeling, we invoke assumptions consistent with the continuum
model described in Ref. [23]. In the fixed grid single domain

1.5 T T
— Sc=250 (NH4C1—HZO)
= = Sc=62.5 (Pb-Sn)
1F
-
- --
.
0.5r
’
= ’
o 4
S OF—-—— - - -
&0 1
i)

No freckle

0.02 0.04

1
0.06 0.08 0.1 0.12

Concentration gradient in the direction of plume growth

Fig. 5 Variation of Ra number with concentration gradient in the direction
of plume growth for different Sc number (R=6X10"% m/s, G=7.7 K/mm, f,

=0.85, r=0.046 K/s)
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formulation [23-28], conservation equations are employed for the
entire domain, such that they are equally valid in the fully solid,
mushy (solid plus liquid), and fully liquid regions. In this ap-
proach, the interface is captured (i.e., it is a part of the solution)
and does not need to be tracked separately. The details of the
continuum formulation are given in Refs. [23,24,29]. The equa-
tions governing conservation of mass, momentum, energy, and
species concentration appropriate to the present study can be
stated as [23-28]

2(p)+ V- (i) =0 )

J . - - -
;t(pu)+pu-(VIZ)=V-(,U,,BVM>—Vp+Sb—Su (8a)
P
where

Sy =pg[BUT = To) + Bc(C, = Cp)] (8b)
The last term on the right-hand side of Eq. (8a) originates from
the assumption that the mushy zone is a saturated porous medium
that offers frictional resistance toward fluid flow in that region.
However, since the framework of the present model is fairly gen-
eral, any appropriate porous-medium model can be chosen to de-
scribe the flow in the mushy region, in accordance with the mor-
phology of the phase-changing domain. Here, this term is
modeled as

pil
Kp

where K is the permeability. The permeability, K, in the principal
directions is calculated using the liquid fraction and primary den-
dritic arm spacing, as reported in Heinrich and Poirier [22]. This
term resembles the resistance term for flow through porous media
[29]. In the fully solid region, this source term provides a large
flow resistance, making the velocities effectively zero. In the fully
liquid region, this term offers no resistance. In the mushy region,
where the liquid fraction ranges from zero to one, the porous
medium resistance varies smoothly from zero in the liquid region
to a high value in the solid region, thus making the velocities vary
accordingly.
The energy conservation equation can be written as

Sii= 9)

gt(ch) +V - (pcuT)=V -[( gk, +gk)VD]+S, (10a)

where source term, S, is expressed as
Sp=- [g(pAH) +V - (puAH) (10b)
In Eq. (10b), AH is the latent enthalpy of the cell. Since a cell in

a mushy region consists of both solid and liquid, AH can be de-
fined as

AH = flL’ for T= Tsolidus
03 for T< Tsolidus (1 1)

where f; is liquid fraction and L is the latent heat of fusion.

In implementing the preceding equations, we make an extended
Boussinesq approximation by neglecting solidification shrinkage
and making a conventional assumption that the important density
changes are those associated with the buoyancy in the liquid. The
terms f; and f; denote mass fraction of the liquid and solid phases,
respectively. Since shrinkage is neglected, the mass fraction, f),
and the volume fraction, g;, of liquid are equivalent and can be
used interchangeably in the subsequent analysis. The continuum
density and velocity are, respectively, defined as

p=(1-g)p,+gip (12)

where g, is the volume fraction of liquid
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1= fis+ fiy (13)

The single-phase solute transport equation is derived directly on

considering a macroscopic solute balance in an arbitrary fixed

control volume within the mushy region. From such a balance the
following equation can be derived [25-28]

J -
E(ljcmix) +V. (Pucl) =V (p\g\D\ \ Cs + plngI \ Cl) (14)

where C;, is a representative value of concentration obtained by
averaging over a volume defined on the microscopic scale. Rep-
resenting this microscopic volume as V=V, (i.e., volume of the
solid fraction) +V, (i.e., volume of the liquid fraction), the general
form of C,;, can be written as

f plcldvl + f psCsts

o (15)

With Scheil’s assumption [25,27], Eq. (15) for C;y becomes

Cmix =

8s

pcmix = plflcl + psf Csda (16)

0

where a is a dummy variable for carrying out the integration [24].
The concentration of solute in the liquid and solid phases will be
related via Cy=k,C;. With C;=k,C; at the solid-liquid interface
and using the definition of C,,;, from Eq. (16) the single-phase
solute conservation equation (Eq. (14)) can be written as

J -

P+ YV (puC)=V-(D*VC) +5, (17a)
where D* is the mass diffusion coefficient and S, is the species

source term. With Scheil’s model, the above terms can be written
as [25-28]

D*=pfiD, (17b)

9 d
Se="—(p1.C) =k,Cr—_(pf) (17¢)

The initial conditions appropriate to the model system are
At t=0
Ti=Tb+Gy, C=Ci, flzl,

The boundary conditions, pertaining to the domain shown in Fig.
1, can be summarized as

u=v=0

At x=0, H/A
aT  aC,
u:v:———:
ox  ox
Aty=0, H
aC,
u=v=——=0, T=T,+Gy—rt
ox

where H is the height of the cavity. A is the aspect ratio. and 7}, is
the bottom wall temperature at #=0.

3.2 Numerical Procedure. In the fixed grid continuum for-
mulation [23-28], conservation equations are employed for the
entire domain, such that they are equally valid in the fully solid,
mushy, and fully liquid regions. Using a fixed grid, single domain
approach, the interface is part of the solution and does not need to
be tracked separately. The governing equations of conservation
are discretized using a pressure-based finite volume method ac-
cording to the SIMPLER algorithm [30]. The porous medium
source terms in momentum Eq. (8a) are calculated for each con-
trol volume using the value of liquid fraction. The value of liquid
fraction, f;, of a control volume is calculated from the latent heat
content of a cell, as given by
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7 AH
L
For an accurate prediction of the liquid fraction, the latent heat
content of each computational cell needs to be updated according
to the temperature and/or species concentration values predicted
by the macroscopic conservation equations, in each iteration
within a time step. In the present context, an iterative updating
scheme is chosen, which is of the form [25-27,29]

(18)

[AHp ) = [AHp), + “5Np), — F{AH )
P

In Eq. (19), aonpAV/At; ap is the coefficient of Tp in the dis-
cretization equation of the governing energy equation; \ is a re-
laxation factor; F~! is inverse of suitable latent heat function de-
pending on the phase change morphology; AV is the volume of a
computational cell centered around the grid pint P; At is the time
step chosen; and hp is the sensible enthalpy appropriate to the
nodal point P. A detailed outline of algebraic steps for construc-
tion of physically consistent latent heat function is described by
Chakraborty and Dutta [31].

In order to resolve the formation of freckle defects the compu-
tational domain should be discretized with elements that are
smaller than d; and D/V in the horizontal and vertical directions,
respectively [20]. The number of grids chosen in the present case
(400 X 30) ensures sufficient resolution to resolve the channel for-
mation. However, it is observed that the exact locations and num-
ber of channels formation is still sensitive to grid size, as also
reported in the literature. The grid size chosen here allows us to
observe the general trend of freckle formation, and its sensitivity
to various process parameters, which is the focus of the present
study. It is also found that the time step has a profound effect on
the convergence of the solution for predicting the freckles. In this
study, the time step for computation is varied from 0.1 s during
the conduction dominated regime to 0.0005 s during plume con-
vection.

(19)

4 Results and Discussion

As a validation exercise, the variation of solidus and liquidus
positions with time predicted by the present model are compared
with the experimental results reported in Tan [11]. This validation
was performed for aqueous ammonium chloride solution in a cy-
lindrical cavity with an initial concentration of ammonium chlo-
ride as 32 wt %. Other initial and boundary conditions are the
same as those used in Tan [11]. In the plot shown in Fig. 6 the
solidus and liquidus positions are predicted at the midwidth of the
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cavity, as also done in the experiments of Tan [11]. The solidus
position increases at a nearly constant rate with time, while the
liquidus position increases rapidly at the initial stage and then
reaches a nearly stable position. Thus, the mushy zone grows
rapidly at the beginning, reaches a maximum, and then starts

shrinking. From Fig. 6, it is found that the prediction of liquidus
and solidus positions with the present model agrees well with
experimental results.

Based on the Rayleigh number criterion discussed earlier, we
performed a systematic study with respect to parameters such as
cooling rate and initial concentration for the case of solidification
of aqueous ammonium chloride solution in a rectangular cavity
(Fig. 1). The cavity height is chosen such that it meets the require-
ment for minimum liquid layer height for freckle formation,
which is twice the height of the mushy zone [32]. The thermo-
physical properties of aqueous ammonium chloride solution used
in the present numerical simulation are taken from Ref. [24]. For
aqueous ammonium chloride the eutectic temperature, 7, is
15.4°C and the eutectic concentration, C,, is 19.7 wt % NH,CI.

4.1 Effect of Cooling Rate. In order to understand the effect
of cooling rate on the formation of freckles, we have considered
two different cooling rates: 0.046 K/s and 0.15 K/s, keeping
other parameters constant. The other parameters, which are based
on the Rayleigh number criterion and chosen so as to make the
conditions favorable for freckle formation, correspond to A=0.5,
H=0.0139 m, C;=68 wt% of water (water as solute), 7}
=279 K, and G=7.7 K/mm.

Figure 7 shows liquid concentration plot and temperature dis-
tribution in which finger type structures are visible. The protuber-
ances correspond to fingers rising from the mushy layer as a result
of density inversion. In these cases, the magnitude of the maxi-
mum velocity is on the order of 107 m/s, which is greater than
the isotherm velocity/growth rate (R~ 107 m/s), a condition nec-
essary for finger formation. This onset of convection depends
strongly on the mush structure, and hence on the value of mush
permeability. Hence, the choice of anisotropic variation of perme-
ability in the present study is appropriate [22]. In Fig. 7(a), we can
see seven such fingers, and their height ranges from
3 mm to 5 mm, indicating different initiation time at different
locations.

As the mass diffusivity of the liquid is much lower than its heat
diffusivity (the ratio of the latter to the former is almost 100 times
for the present case), the segregated melt retains its composition
as it flows upward through the mush into regions of higher tem-
perature. The rising colder fluid has a higher concentration of
water than the descending warm fluid. Corresponding to this high
concentration, the liquidus temperature is lower, thus causing re-
melting of the solute-rich mush. There, the melt causes delayed
growth and localized remelting of solid/mush, resulting in patches

16
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Fig. 9 Number of channels versus time for different cooling rates (C;

=68%, T,=279 K, G=7.7 K/mm)
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of thin structure having more liquid fraction than in the surround-
ing regions. In this manner channels are formed in the mushy
zone. Corresponding to fingers locations as shown in Fig. 7 we
can observe channel type structure penetrating the mushy layer as
shown in Fig. 8.

4.1.1 Variation of Number of Channels With Time. Figure 9
shows the variation of number of channels with time for the two
cooling rates. Although it shows that the number of channels has
an almost similar trend for both cooling rates, there are differences
in the number of channels and the duration over which they are
sustained. A similar trend with regard to the variation of number
of channels was also observed by Tan [11].

For both cooling rates, there is an initial stage during which no
channel is observed in the mushy region, corresponding to the
period before the onset of convection. From Fig. 9, we can ob-

Journal of Heat Transfer

serve the difference in the time of initiation of the plumes (and
hence formation of channels) for the two cases. The phenomenon
can be understood from the liquid concentration plot in Figs. 7(a)
and 7(b), which shows that after 15 s of solidification the plume
penetration is more extensive in the bulk liquid for the case of
high cooling rate, suggesting strong plume convection. The en-
hanced solidification rate with higher cooling rate increases the
rate of rejection of the solute, thus increasing the concentration
gradient. This makes the interdendritic fluid velocity high enough
for crossing the barrier of critical Rayleigh number at an early
stage of solidification, thus resulting in faster growth of plumes.
Hence, with higher cooling rate, the initiation of channel takes
place earlier. It is also observed from Fig. 9 that for a higher
cooling rate, the channels are more pronounced (i.e., more perme-
able) and also higher in number. This can be explained from Figs.
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10(a) and 10(b), which show the variation of solute concentration
with cavity height, inside and outside the channel, at =70 s.
Comparing Figs. 10(a) and 10(b), it can be observed that with
high cooling rate, the plumes are more extensive and strong, and
mixing is more pronounced in the bulk liquid, resulting in straight
and deep channels.

It is also observed from Fig. 9 that the number of channels rises
to a peak value and then decreases. The cause of formation of
these new channels can be explained as follows. The plumes, after
reaching the top of the cavity, begin to spread laterally along the
top wall. As a result, they mix with neighboring plumes, making
liquid concentration more uniform at that location. At the same
time, the bottom and middle portions of the cavity do not experi-
ence this mixing, and hence concentration gradient still acts be-
tween bulk fluid and mush. This gives rise to initiation of new
fingers at the mush-liquid interface, which are smaller (of depth
less than 1 mm, typically) and weaker in convection strength, re-
sulting in the formation of smaller channels.

With higher cooling rate, the initially formed channels are more
permeable (as observed in Fig. 8), thus offering less resistance to
fluid flow. Hence, there is a tendency for the solute-rich fluid to
feed the existing channels more than the newly formed ones. This
phenomenon restricts the initiation of new fingers (and hence new
channels) with high cooling rate, as observed in Fig. 9. In addi-
tion, for lower cooling rate, the number of channels at around the
peak number is sustained for a longer duration. For this case, the
existing as well as newly formed channels have comparable per-
meability to allow solute rich fluid to feed them continuously. This
leads to prolonged existence of a high number of weak and nar-
row channels lying only at the top of the mushy zone (Fig. 11(a)).
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After reaching a peak, some of the channels begin to close (Fig. 9)
as a result of decrease in concentration gradient and increase of
flow resistance in the mush.

4.2 Effect of Initial Concentration. Freckles formation is
simulated for two different initial concentrations of 75 wt % and
68 wt % of water, respectively. The other parameters remain the
same as in the high cooling rate case in the previous parametric
study. In this study, too, the variation of number of channels with
time is almost similar for both cases (Fig. 12), and similar expla-
nations for channel evolution can be provided as in the parametric
study with different cooling rates. There is, however, a difference
in the time of initiation of the channels (Fig. 12). The initial bot-
tom plate temperature of 279 K is equal to the liquidus tempera-
ture corresponding to the higher (75%) initial concentration case,
and is correspondingly lower than the case with initial concentra-
tion of 68%, which corresponds to a liquidus temperature of
312 K. Hence, with higher concentration, there is a corresponding
delay in initiation of finger convection.

Further, one can observe in Fig. 12 that the peak number of
channels is more for the case with higher initial concentration,
even if the onset of plume convection is delayed. A higher initial
concentration also results in a thinner mushy zone, as indicated in
Fig. 13. Hence, there seems to be a correlation between the mushy
zone thickness and the number of channels formed. A thicker
mushy zone implies more availability of high-solute-content lig-
uid which sustains the initially formed plumes for a longer period
of time, thus reducing the possibility of new plumes and hence
new channels. It is also observed from the solid fraction plot in
Fig. 14 that channels are more pronounced for the case of a
thicker mushy zone. These observations have good qualitative
agreement with the experimental results reported in Tan et al.

[10].

5 Conclusions

A Rayleigh number criterion was developed for characterizing
freckle formation during solidification of a hyper-eutectic solution
cooled from the bottom. The effects of process parameters,
namely cooling rate and initial concentration, were investigated
with respect to the formation and evolution of freckles. It was
found that the number of channels reduces with increase in cool-
ing rate. However, a high cooling rate produced larger and more
defined channels which are retained for longer durations. Simi-
larly, a lower initial concentration of solute resulted in fewer but
more pronounced channels. The number and size of channels are
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also found to be related to the mushy zone thickness. These nu-
merical studies provide the insight into the physics involved in the
formation, growth, and destruction of channels.

Nomenclature
ap, a(l), = coefficient in discretization equation

A = aspect ratio
C = species concentration (kg/kg)
¢ = specific heat (J/kg K)
D = mass diffusion coefficient of the species
(m?/s)
d; = dendritic arm spacing (m)

f = weight fraction

F~! = inverse of latent heat function (J/kg)
G = temperature gradient (K/m)
g = acceleration due to gravity (m?/s)
gs = volume fraction of solid
g; = volume fraction of liquid
H = height of the cavity (m)
AH = latent enthalpy (J/kg)
[ = length scale for the definition of Rayleigh

number (m)
K = permeability (m?)
k = thermal conductivity (W/m K)
k, = partition coefficient
L = latent heat of fusion (J/kg)

Journal of Heat Transfer

T [ [ [ [ [ ]

0.4375 0.6250 0.8125

FS: 0.0625
0.0139

0.2500

(@
FS: 0.0625 0.2500 0.4375 0.6250 0.8125
0.0139
~~~
50.0069
-
0.0000 L—. Jempe—y ey [ yrpa—y ]
’ 08.0000 0.0069 0.0139 0.0209 0.0278
X (m)
(b)
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m = slope of liquidus (L/K)

P = pressure (N/m?)
r = heat extraction rate or cooling rate (K/s)
R = growth rate of crystal or isotherm velocity

(m/s)

Ra = Rayleigh number

S = source term

Sc = Schmidt number
t = time (s)

T = temperature (K)

u, v = velocities in x, and y directions (m/s)
u = continuum velocity vector (m/s)
V = interdendritic fluid velocity (m/s)

Greek Symbols

a = thermal diffusivity (m?/s)
Br = thermal expansion coefficient(L/K)
Bs = solutal expansion coefficient
p = dynamic viscosity (kg/s m)

v = Kkinematic viscosity (m?/s)

p = density (kg/m?)

Subscripts

b = bottom wall

e = eutectic

i = initial

| = liquid phase

s = solid phase
cr = critical
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Optical fibers are typically drawn from silica preforms, which usually consist of two
concentric cylinders called the core and the cladding, heated in a high-temperature
Sfurnace. For optical communication purposes, the core always has a higher refractive
index than the cladding to obtain total internal reflection. In order to investigate the effect
of this core—cladding structure on optical fiber drawing, a numerical model has been
developed in this work. Axisymmetric flows of a double-layer glass and aiding purge gas
in a concentric cylindrical furnace are considered. The thermal and momentum transport
in both glass layers and gas are coupled at the interface boundaries. The neck-down
profile is generated using an iterative numerical scheme. The zonal method is applied to
model the radiation transfer in the glass preform. The gas is taken as nonparticipating.
Coordinate transformations are used to convert the resulting complex domains into cy-
lindrical regions. The stream function, vorticity, and energy equations for the core, the
cladding, and the purge gas are solved by finite difference methods, using a false tran-
sient approach coupled with the alternating direction implicit method. A second-order
differencing scheme is used for discretization. The numerical results are validated by
comparing with results available in the literature. The effects of changes in the refractive
index and absorption coefficient due to doping on fiber drawing are investigated. This
problem has received very little attention in the literature, particularly with respect to

modeling, and this paper presents an initial study of the underlying transport.
[DOL: 10.1115/1.2709968]

Keywords: optical fiber drawing, core-cladding structure, zonal method, glass radiation

1 Introduction

The manufacture of optical fibers typically begins with silica
preforms, which usually consist of two concentric cylinders called
the core and the cladding and which are doped with various
chemicals to enhance optical properties. In a draw tower, the pre-
form is traversed through a high-temperature cylindrical furnace.
When the glass is heated beyond its softening point of about
1900 K for silica, it is drawn into a fiber of diameter around
125 um by applying an axial tension. Studies on pure, single-
layer, silica optical fiber drawing have been carried out by a num-
ber of researchers. Paek and Runk [1] studied the neck-down pro-
file and temperature distribution within the neck-down region
using a one-dimensional analysis. Myers [2] developed a one-
dimensional model for unsteady glass flow. More comprehensive
models have been developed by Lee et al. [3-9]. They investi-
gated the flow and the thermal transport in detail, including the
convective and radiative heat transfer in an axisymmetric configu-
ration of the glass preform and the inert gas. Based on radial
lumping of axial velocity for iteration, a combined analytical and
numerical method was developed to generate the neck-down pro-
file. The effects of fiber draw speed, inert gas velocity, gas prop-
erties, furnace dimensions, and furnace temperature distribution
on the flow and temperature distribution were obtained and dis-
cussed. In these studies, the preform was assumed to be optically
thick, which is not valid in the lower neck-down region.
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Instead of the optically thick and Rosseland approximation,
several advanced radiation models have also been proposed. The
P1 method was used by Kaminski [10] to compute the radiation
transfer in the upper neck-down region and Yin and Jaluria [11]
applied the zonal method to simulate the radiative transport in the
whole neck-down region. Yin and Jaluria also investigated high-
speed optical fiber drawing, up to 20 m/s, with preform diameters
of around 5.0 cm [12]. Recently, Wei et al. [13] presented an
axisymmetric model for the neck-down region and used the dis-
crete ordinate method to solve the radiative transfer equation. Nu-
merical results for higher speed (25 m/s) drawing with a larger
preform diameter of 9.0 cm were obtained.

For telecommunication purposes, the optical fiber usually con-
sists of two layers of glass: the core and the cladding. In this
structure, a dielectric layer (called “cladding”) surrounds the light-
guiding central portion (called “core”), which always has a refrac-
tive index higher than that of the cladding to obtain total internal
reflection in the core [14]. In general, core sizes in the fiber vary
from 8.3 um to 62.5 um in industry. The standard telecommuni-
cations core sizes in use today are 8.3 um, 50 um, and 62.5 um.
The diameter of the cladding surrounding each of these cores is
around 125 um [15]. In order to change the refractive index in the
core or the cladding, chemicals called dopants are added to the
preform [16,17]. The dopants increase the refractive index in the
core and decrease that in the cladding. Some of the dopants also
result in a significant increase in the absorption coefficient and in
a decrease in the viscosity of the silica preform. Since radiation
heat transfer is the dominant mode of transport in the heating
process, a nonuniform distribution of radiation properties in the
preform due to doping will significantly affect the generation of
the neck-down profile. The viscosity of the preform is directly
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Fig. 1 Schematic diagram of the process for double-layer op-
tical fiber drawing

related to the draw tension, which is one of the most important
parameters in optical fiber drawing. High draw tension may affect
the transmission properties in the fiber and also result in strength
degradation [18]. A numerical simulation of optical fiber drawing,
including the effect of doping, will provide more detailed and
useful information for the manufacture of optical fibers.

Yin [19] investigated the effect of nonuniform refractive index
and absorption coefficient in double-layer cylinder on the tem-
perature distribution, using the zonal method. However, optical
fiber drawing with the more important core—cladding structure has
not been investigated in any detail. In the present study, the core
and the cladding are treated as two different fluids with different
properties. Separate body-fitted grids are applied to the core, the
cladding and the inert gas respectively. The interface between the
cladding and the inert gas and that between the core and the clad-
ding are iteratively generated by using a radial lumping of the
axial velocity distribution. The zonal method is applied to calcu-
late the radiative transfer. Each of the two separate layers in the
glass preform is assumed to have a uniform refractive index,
bounded by diffuse surfaces. The conjugate problem including
momentum and energy transport in the core, the cladding and the
gas, within the neck-down region, has been solved. The numerical
results are validated by comparing with the few results available
in the literature. The effects of changes in the refractive index and
in the absorption coefficient due to doping on optical fiber draw-
ing are also investigated.

2  Governing Equations

Axisymmetric flows of the double-layer glass preform and aid-
ing purge gas in a cylindrical furnace are considered. A schematic
diagram of the double-layer optical fiber drawing process is
shown in Fig. 1. The governing equations for the glass layers and
the gas are given as

v 1d(ru)
LAz

1
dz r or M
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where @ is the viscous dissipation term; and S, is the radiation
source term. The other variables are defined in the nomenclature.

For computational purposes, all the three regions, the core, the
cladding, and the gas, with complex boundaries, are converted
into cylindrical regions. Using Landau’s transformation [20], the
first region, consisting of the core of the preform, bounded by the
centerline, the inner interface, inlet and exit, is transformed to a
cylinder in 7 and B by the equations

(1)
o__ _= (5)
77 R(l)(z) ’ B L
For the second region, consisting of the cladding of the preform,
bounded by two interfaces, inlet and exit, the same coordinate
system is employed as the first region. The transformed system is
defined as

77(2) — M’ B= z (6)
R(z)(z) _ R(l)(z) L
For the region of the purge gas, bounded by the outer interface,
furnace surface, inlet and exit, a different coordinate system is
used, with the same axial coordinate as the z axis and a radial
direction opposite to the r axis, the origin being at the furnace
wall. The transformed system for purge gas is given as [7]

o p== (7)

e .

Using these coordinate transformations, the computational do-
mains are simplified. The stream function and vorticity equations
are solved instead of the primitive variables to avoid solving for
the pressure and thus eliminate one equation [21].

The zonal method is applied to calculate the radiation transfer
inside the three enclosures, as developed by Chen and Jaluria [22].
The two-band model presented by Myers [2] for the absorption
coefficient of pure silica is used here. This is given by the equa-
tions

a=0, for\<3.0um (8)
a=400.0 m™", for 3.0 um <\ <4.8 um 9)
a=15,000 m™', for 4.8 um <\ < 8.0 um (10)

Both the external surface and the internal interface of the preform
are assumed to be diffuse. From the enclosure theory, the outgoing
and incoming heat fluxes at every surface can be obtained for each
absorbing band, as shown in Fig. 2. The incoming heat fluxes are
given as

MO N

2
”LW E(SS)“) <’>+2(Gs)<’> o1y, [(1=1.2)
(11)
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Fig. 2 Radiosities and irradiations at the interfaces

N.\
G =2 F (12)
j=1

In the enclosure of the inert gas, the outgoing heat fluxes at the
openings and furnace surface are

I =80T fix+ (1= )G (13)
The outgoing heat fluxes at the external surface of the preform are
(14)

In the enclosure of the core, the outgoing heat fluxes at the inter-
nal interface of the preform are given as

3 3 2
1 =96+ A6

S = 1968 + oG (15)

In the enclosure of the cladding, the outgoing heat fluxes at the
internal interface of the preform are

S = PG+ 062 (16
The outgoing heat fluxes at the external surface of the preform are
I3 = "6+ o767 (17)

The radiative source term can be obtained as

2
1 —_— 2 4
S(rQ = WE E (Sl-Gk)i’)(J,(,'{ -n" (ﬂff) fen)
koa=t] i

+ 2 GO o1 [, =T fi)
j#k

where the direct exchange areas (S;S j)y),(SiGj)f\l),(GiGj)(l), and
view factor F; ; are defined by Modest [23]. The view factors are
computed using the approach from Lee and Jaluria [3]. The direct
exchange areas for each absorption band are computed using
Gaussian quadrature and the limits of the azimuthal angles be-
tween two axisymmetric rings are obtained using the results de-
rived by Modest [24].

For a typical optical fiber drawing, the variation of the axial
velocity in the radial direction is fairly small. Thus, radial lumping
of axial velocity and mass conservation were used by Roy
Choudhury and Jaluria [9] to develop an iteratively neck-down
profile generation scheme, as given by

(1=1,2) (18)
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1

The average axial velocity in the glass is given as
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A comparison between the neck-down profile generated from
the axial velocity lumping assumption and that from the two-
dimensional scheme employed by Wei et al. [13] showed that the
difference was quite small even for high-speed drawing (at
25 m/s). Because of its robustness and efficiency, this one-
dimensional neck-down profile correction scheme is used for the
current study. The location of the interface, between the core and
cladding, is also determined using the radial lumping of the axial
velocity as

R
RO(2) =—5R(2) (24)
Ry

3 Boundary Conditions

At the axis of the fiber, the boundary conditions are given by
symmetry. At the inlet, the temperature and the axial velocity are
assumed to be uniform, and the radial velocity is assumed to be
zero. At the outlet, the second derivatives of all the variables are
taken as zero in the flow direction, indicating negligible axial
diffusion. At the furnace surface, the no-slip conditions are ap-
plied and specified wall temperature distributions are given. For
the two interfaces among the core, the cladding, and the inner gas,
a zero penetration condition is applied. The thermal condition at
the interface is determined by the heat flux continuity in the nor-
mal direction to the interface.

4 Numerical Scheme

Body-fitted grid systems are generated for the domains of the
core, the cladding and the inert gas based on the method proposed
by Lee and Jaluria [5] and Yin and Jaluria [11]. Two grid sets are
applied here. Both of these are nonuniform. A fine grid system is
used to discretize the stream function, vorticity, and temperature
equations. The coarse grid system is applied to the radiation
analysis. After optimization, the grids are obtained as 369 X 21, in
axial and radial directions respectively, for the core, 369 X 21 for
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the cladding and 369 X 61 for the gas. Coarser grids are obtained
for radiation, 30 X 8 for the core and 30X 10 for the cladding. The
radiative heat fluxes absorbed by axisymmetric volume ring ele-
ments within the preform are first calculated by the zonal method
using the coarse grid system and then interpolated to obtain the
radiative source terms at the fine grid for the energy equation.
Since the computation of the direct exchange areas for the zonal
method is very time consuming, a parallelization for this compu-
tation is developed with the message-passing interface (MPI).

The stream function, vorticity, and energy equations are ap-
proximated by second-order differencing schemes. The final dis-
cretization equations are solved using an alternating direction im-
plicit (ADI) approach and the successive under-relaxation (SUR)
method [21]. The overall iterative process begins with the solution
of the stream function, vorticity, and energy equations for a given
neck-down profile. Then the neck-down profiles are corrected us-
ing the force imbalance. After that, the grids are modified. The
view factors and the direct exchange areas are updated, corre-
sponding to the new neck-down profile. This procedure is re-
peated until steady state conditions are obtained, as indicated by
convergence of the iterative scheme. The convergence criteria
were obtained as 107> for the stream function, vorticity, and tem-
perature, and as 107 for the neck-down profile after varying these
over wide ranges. A typical run was about 8 h on the MPHASE
cluster at Rutgers University, which has 44 dual CPU rack-mount
AMD MP 1.6 GHZ, from Aspen Systems.

5 Results and Discussion

A prescribed neck-down profile is employed for the validation
of the model. The errors in the sum of view factors and in the area
average of the sum of direct exchange areas are found to be within
0.5%, except at the inlet for a=15,000 m~' (<5%). Yin and
Jaluria [11] applied the zonal method to the radiation transport in
a single-layer optical fiber drawing. A simple case is used to verify
the radiation model. The temperature of the furnace and the pre-
form is set at 2000 K and 1000 K, respectively. The normalized
radiative heat flux is given as Qr=qp/ 0'(7‘;— T?) For the case of
uniform refractive index distribution n('=n®=1.42, Fig. 3 shows
that the radiative heat flux at the external surface is in excellent
agreement with the results from Yin and Jaluria. [11]. The effects
of nonuniform refractive index on the radiative heat flux distribu-
tion are presented in Fig. 4, where the refractive index of the core
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flux

is 3, and that of the cladding varies from 3 to 1.5. Larger radiative
heat flux is absorbed by the preform with lower refractive index
for the cladding because the transmittivity of the external surface
is increased. For n(l)=n(2)=3, there are no reflections at the inter-
face between the core and the cladding. The increased reflections
are transferred to the lower neck-down region as the refractive
index of the cladding becomes smaller.

Since experimental results on double-layer fiber drawing are
not available in the literature, validation of the double-layer model
is done by comparing with the results from a single-layer model
developed by Roy Choudhury and Jaluria [7-9]. The operating
conditions are given in Table 1. The furnace temperature profile is
taken as parabolic, with a maximum of 2500 K in the middle and
a minimum of 2000 K at both ends. Argon enters the furnace as
aiding flow at 0.1 m/s. The inlet temperature of the preform and
the gas are assumed to be 300 K. The radiation properties and the
viscosity are assumed to be uniform for the core and the cladding.
Figure 5 shows that a lower temperature at the external surface of
the preform is obtained by the double-layer model using the zonal
method for radiation analysis. Since the optically thick assump-
tion is only valid in the upper neck-down region, the temperature
distribution is overestimated by the optically thick approximation.
The neck-down profile of the fiber is also compared with the
numerical results of the single-layer model [9]. Optically thick
assumption is used for the radiation analysis in this comparison.
Figure 6 shows that the obtained neck-down profile is in excellent
agreement with the results for single-layer fiber drawing.

When the core and the cladding are doped with various dop-
ants, the change in refractive index and absorption coefficients
could be very different. Assumed magnitudes of change in the
refractive index and absorption coefficients are used in this paper
to capture the generic effects of variation in these two properties.
It would provide some useful insight into the effect of core—
cladding structure and further proof for the validity of the double-
layer model.

Table 1 Typical operating conditions

oy pP  plipy DViDP D L v v,

Scm 125 um 0.5 0.5 7cm 30cm 10m/s 0.1 m/s
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In order to investigate the effects of refractive index and ab-
sorption coefficient on the double-layer fiber drawing, two typical
cases for double-layer fiber drawing are studied. The core is taken
as pure fused silica and the cladding is doped. Due to doping, the
refractive index and absorption coefficient of the cladding are
changed. The other properties, including the viscosity, are as-
sumed to be the same in this study. In the first case, the refractive
index of the cladding is assumed to be 10% lower than that of the
core. The absorption coefficient and absorption bands of both the
glass layers remain the same as those for pure fused silica. The
temperature distribution along the centerline is shown in Fig. 7 for
double-layer and single-layer preforms. It is seen that the center-
line temperature in the double-layer preform is higher than that in
the single-layer preform. The reason for this is that the core ab-
sorbs larger radiation energy because of reflection and a higher
transmissivity of the cladding. The radial temperature lag Ti,,
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Fig. 6 Validation of the numerical model by comparing the
neck-down profile
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=(T-T,)/T, in the double-layer preform becomes slightly larger
than that in the single-layer preform, as expected and as shown in
Fig. 8. The internal reflections in the core and the cladding, due to
the difference in the refractive index, increase the variation of the
radial temperature in a double-layer preform. Figure 8 also shows
that the magnitude of the temperature gradient becomes smaller
near the free surface because of the radiative heat flux from the
furnace. Figure 9 depicts the neck-down profiles for both the pre-
forms. Since the double-layer preform reaches the softening point
closer to the entrance, the diameter of the double-layer preform is
smaller than that of the single-layer preform during neck-down.
The E' defect is a point defect, which is generated at high
temperature during the drawing process and which causes trans-
mission loss and mechanical strength degration in the fiber [25].
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Fig. 8 Effect of change in the refractive index on the radial
temperature lag
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Influence of the refractive index on the neck-down

Using the equation for E’ defect concentration derived by Ha-
nafusa et al. [26], the defect concentration along the streamline
can be calculated with the following expression:

d E E E
Udizd =n,(0)v exp(— E’%) - nw[exp(— E?) + exp(— K—;)i|
(25)

where n, and E,; represent the concentration and activation energy
of the £’ defect; and n, and E,, represent those of the precursors.
The initial values and constants are defined as [26]: n,(0)=0,
n,(0)=7x10% ¢!, E,=6.4087Xx 107" J, E,;=0.3204X 107" J,
v=8x1073s7!, and K=1.380658 X 10723 J/K. As expected, the
concentration of E’ defects is found to be larger in the double-
layer preform due to higher preform temperature, as shown in Fig.
10. It is indicated that the fiber quality is degraded with an in-
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Fig. 10 Influence of the refractive index on normalized defect

distribution at the free surface
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Fig. 11 Influence of the refractive index on draw tension:
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=1.278

crease in refractive index difference between the core and the
cladding in terms of E’ defects.

Neglecting the shear force exerted by the gas, the draw tension
can be obtained from the following equation [8,27]

L
v g v

Fr= 377MR(2)2(9— + WR(Z)Z{H+ wpf Rmzva—dz
4 ) /4

Z

Lo
- ngf R® dz (26)

The calculated forces including draw tension F'r, and forces due to
viscous stress F w surface tension F, o inertia F;, and gravity F,,
are shown in Fig. 11. It is seen that a smaller draw tension is
obtained for the double-layer preform drawing. It is because the
force due to viscous stress is much smaller since viscosity of silica
decreases drastically with increasing temperature, although the
magnitude of the force due to gravity decreases as well.

We now study the effect of variation in the absorption coeffi-
cient. The absorption coefficient of doped silica cladding is as-
sumed to be 100% larger than that for pure silica cladding. The
refractive index is taken as uniform in the double-layer preform.
Figure 12 indicates the temperature distributions along the center-
line for both the double-layer and the single-layer preforms. It is
interesting to note that when the absorption coefficient in the clad-
ding gets larger, the centerline temperature drops due to the lower
transmissivity of the cladding. The effect of change in the absorp-
tion coefficient on the temperature lag is shown in Fig. 13. It is
seen that the difference between the surface temperature and cen-
terline temperature becomes larger near the entrance. This is be-
cause the cladding is heated up faster near the entrance with larger
absorption coefficient and the centerline temperature becomes
lower as shown in Fig. 12. Since the temperature of preform de-
creases with an increase in absorption coefficient of the cladding,
the neck-down region of double-layer preform starts farther from
the entrance than that for the single-layer preform, as shown in
Fig. 14. Figure 15 shows that the concentration of E’ defects
along the free surface in the double-layer preform is lower than
that in the single-layer preform, as expected. The draw tension for
double-layer preform drawing is also obtained, as shown in Fig.
16. It is found that a larger absorption coefficient in the cladding
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Fig. 12 Effect of change in the absorption coefficient on the
temperature distribution at the centerline

has a stronger effect on forces due to viscous stress F,, than forces
due to gravity F,. This results in larger draw tension with larger

absorption coefficient in the cladding.

6 Conclusions

A numerical model has been developed for the flow and thermal
transport in optical fiber drawing with core—cladding structure,
within the neck-down region. The zonal method is employed to
simulate the radiation transport in the core and the cladding at
various uniform refractive indices in the two regions. The model
is validated by comparing it with numerical results for single-
layer fiber drawing. In this study, the effects of changes in the
refractive index and in the absorption coefficient of the cladding
due to doping on the fiber drawing are investigated. The results
indicate that when the cladding has a lower refractive index than
the core, the centerline temperature rises, reflecting higher trans-
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Fig. 13 Effect of change in the absorption coefficient on tem-
perature lag
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Fig. 14 Effect of change in the absorption coefficient on the
neck-down profile

missivity at the free surface and larger internal reflection in the
core. Higher temperature lag and concentration of E’ defects are
also found, while the draw tension becomes smaller. On the other
hand, a higher absorption coefficient in the cladding has the op-
posite effect on the fiber drawing. The doped silica cladding de-
creases the transmissivity and increases the difference between the
temperatures of the core and the cladding. This lowers the center-
line temperature, decreases the concentration of E’ defects, but
increases the draw tension. It is clear that changes in the refractive
index and in the absorption coefficient have significant effects on
the optical fiber drawing process. Therefore, the effect of a core—
cladding structure should be included in the numerical simulation
of the optical fiber drawing process. In the future, a thorough
study including more accurate physical properties for doped silica
needs to be carried out to determine the resulting effects of dop-
ants.
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Nomenclature
a = absorption coefficient
C, = specific heat at constant pressure
D = diameter
F;_; = view factor between surface ring element i and
J
f = fraction of black body emissive power
G = irradiation
G,G; = direct exchange area between volume ring ele-

ment i and volume ring element j

G;S; = direct exchange area between surface ring ele-
ment i and volume ring element j
g = acceleration due to gravity
J = radiosity
K = thermal conductivity
L = preform length
n = refractive index
N, = number of discretized surface zones
N, = number of discretized volume zones
p = pressure
r = radial coordinate
R = radius of the core
R® = radius of the cladding
_ S, = radiation source term
§;S; = direct exchange area between surface ring ele-
ment i and j
T = temperature
t = time
u = radial velocity component
v = axial velocity component
z = axial coordinate

Greek Symbols

= dimensionless axial coordinate
= emissivity

= surface tension

= dimensionless radial coordinate
wavelength

dynamic viscosity

kinematic viscosity

TR IO
Il
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T = transmissivity

reflectivity; density

o = Stefan-Boltzmann constant
(=5.67051 X 10~ W/(m? K*))

& = viscous dissipation term

©
Il

Subscripts

preform inlet

centerline

furnace

fiber

surface or volume ring element i
surface or volume ring element j
= volume ring element k

N = absorbing band

-~ Tma o
([t

>~ .
|

Superscripts
(1) = core
(2) = cladding
() = gas
" = first derivative with respect to z
" = second derivative with respect to z
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Numerical and Experimental
Investigation of Melting in the
Presence of a Magnetic Field:
Simulation of Low-Gravity
Environment

In this paper, numerical and experimental studies are presented on melting behavior of a
pure metal in the presence of a static magnetic field. When a transverse magnetic field is
present and the working fluid is electrically conductive, the fluid motion in the magnetic
field results in a force field (Lorentz forces) that will dampen the convective flows. Buoy-
ancy driven flows are the focus of this study to simulate low-gravity conditions. Hart-
mann (Ha) number, a dimensionless parameter proportional to the strength of the mag-
netic field, dominates the convection flow suppression. The effects of the magnetic
strength on melting rate and on the profile of the solid/melt interface are studied. The
experiments are conducted with pure gallium as phase change material inside a rectan-
gular test cell. The solid thickness at its side center position is measured by an ultrasound
device and the solid/melt interface profile is captured via reflection florescent-light pho-
tography. Temperature measurements and volume expansion/contraction tracking are
used to provide further details and to verify the numerical results. Magnetically induced
low-gravity environments were extensively studied numerically, where the details of the
flow field were obtained. The experimental and numerical results compare very well
especially, at larger Hartmann numbers. The results showed that a magnetic filed could
be used to simulate key melting characteristics found in actual low-gravity environments.
However, under strong magnetic field, numerical simulations revealed a different three-
dimensional flow structure in the melt region compared to the actual low-gravity flow
fields where the flow circulations are smoothly curved. [DOL: 10.1115/1.2709961]

Keywords: magnetic field, magnetohydrodynamic (MHD), phase change, low gravity,

natural convection

Introduction

Phase change process plays an important role in the industrial
applications, such as crystal growth, welding, casting, heat stor-
age, and material processing. It is well documented that the dy-
namics of the phase change processes are significantly influenced
by natural (free) convection. Free convection flows diminish in a
reduced gravity environment, and in some material processes this
may lead to significant improvements in the finished products.
Therefore, heat/mass transfer associated with phase change in re-
duced gravity environment has received considerable attention in
recent years. The perfect micro gravity experiments can, of
course, be conducted on the space laboratory. However, the re-
sources for reaching the outer space environment are very
limited—to this date, only 80 experiments have been performed
on the International Space Station since the launch of Destiny
Laboratory in February of 2001 [1]. Hence, producing low-gravity
environment conditions on earth has been pursued by investiga-
tors seeking research opportunities in this field. With the current
state of technology, several techniques are available for producing
low-gravity environment on earth; such as, drop towers, parabolic
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flight paths, sounding rockets, and magnetic field. The drop tow-
ers as well as parabolic flights and sounding rockets have short
time periods (order of seconds) and hence, they have limited ap-
plication. Especially, they are not suitable for phase change ex-
perimentation where required time of completion is in order of
minutes if not hours. Indeed, for some experimental studies,
where the working fluid is electrically conductive, the required
ground-based microgravity environment may be achieved by ap-
plying electromagnetic force field to counteract the effects of
gravity as illustrated in a series of numerical work [2-6].
Typically magnetic fields are used to control the convective
flows in the crystal growth industry and material processing
[7-12]. 1t is well known that a magnetic field can significantly
dampen the convective flows [13—15] and hence, in phase change
cases, controlling the solid/melt interface shape and its propaga-
tion speed. In an earlier work, Dulikravich et al. [16] reported that
the strength and the orientation of the magnetic field had profound
influence on the solidification and melting rates by weakening the
flow circulation in melt regions and causing distorted velocity
profiles. Later, Dennis and Dulikravich [17] concluded that veloc-
ity within the melt could not be completely halted due to limita-
tions of the applied magnetic field. They postulate that magnetic
fields stronger than 1.0 T might be required to eliminate fluid
motion within the melt. Flow suppression in melting and solidifi-
cation has not been limited to applied magnetic field only; electro/
magnetic fields have also been applied to control the flow field
[18,19]. Ha et al. [18] used numerical simulations to compare the
thermal flows and solidification of continuous steel casting while
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under the influence electro/magnetic fields. Harada et al. [19] con-
cluded that the application of an electromagnetic field suppresses
mixing of solute elements in clad casting. They also verified their
numerical simulation predictions with actual clad casting experi-
ments.

While many papers have addressed conducting fluids and the
effects of magnetic and electro/magnetic fields, very few sought to
study the effects of electro/magnetic fields on phase change prob-
lems as a facilitator for simulating low-gravity environments
[2—6]. This series of numerical effort was initiated with the work
of Asako et al. [2] where only the presence of a magnetic field was
considered. Later, the authors expanded their work to include an
applied electric field in combination with a magnetic field in such
a way that the resulting Lorentz forces opposed the buoyancy
flows [3,4]. In these numerical works the considered computa-
tional domain was a rectangular cavity having either the two side-
walls thermally active with other four walls insulated, or only the
top wall was thermally conditioned and other five walls were in-
sulated. Considering the front view of the cavity, in both thermal
boundary conditions, a two-dimensional analysis seems reason-
able and the solutions presented in Refs. [2—4] were indeed per-
formed in the two-dimensional domain. Since the phase change
material (PCM) was gallium, a fluid with low Prandtl number, the
third dimension flow and gradients may not be negligible [14],
and hence their effects need to be studied. Veilleux et al. [5,6]
further expanded the previous works into three-dimensions and
studied the resulting effects. They applied both transverse electric
and magnetic fields to counteract the gravitational forces exerted
on the system during the melting process. Their results showed
that strong magnetic fields dampened the buoyancy driven flows
and the overall melting rates and the solid/melt interface profiles
resembled the low-gravity cases. However, the flow structures
were significantly distorted [4]. When an electric field was ap-
plied, it substantially reduced the needed magnetic field intensity
for halting the convective flows. However, in these cases the re-
sulting Lorentz forces, produced by electro/magnetic fields, gen-
erated a flow field, opposite to the main flow direction, that is not
present in actual low gravity. While these distortions in the flow
field do exist, results showed that from a global phase change
point-of-view, low-gravity environment can be simulated by mag-
netic and/or electro/magnetic fields.

The review presented in the last paragraph reveals that a sub-
stantial amount of numerical simulations have been performed.
However, experimental data needed to verify the numerical results
are severely limited. Computation of phase change processes in
the presence of electro/magnetic fields is complicated and to man-
age the level of complexity, some assumptions were made. For
example, the expansion/contraction of the material due to the
change of phase density, the so-called phase change convection, is
neglected and no mass is allowed to cross the computational
boundary domain. Hence, the validity of assumptions and appli-
cability of the simulations must be investigated. To achieve this, a
series of experiments were performed to compare the test results
with the computed data. Indeed, the focus of this paper is on the
experimental validation of the numerical simulations. Here, the
description of the applied numerical methods will be brief and the
readers are referred to Refs. [3-6]; instead, more descriptions will
be devoted to the experimental techniques and measurements, and
the combined numerical and experimental results.

Most phase change experiments dealing with liquid metals ad-
dress crystal growth issues. Due to the opaque nature of the liquid
metals and alloys, experiments on liquid metals have been limited
to the investigations of natural convection and diffusion, free sur-
face flows, liquid/solid interface probing, and local temperature
analysis [13,20]. Campbell and Koster [21] and Derebail and Os-
ter [22] employed X rays or gamma rays to perform visualization
studies of liquid/solid interface propagations, profile, and mor-
phologies. The use of radiation rays, however, is expensive, re-
quires a special facility for safety, and most importantly, is limited
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Fig. 1 Schematic diagram of the experimental setup

to thin layers of metal phase change processes. To measure the
solid/melt interface positions continuously at some preselected lo-
cations, ultrasonic techniques can be employed [23-25]. This
technique is used in this work; but because of the size of ultra-
sound probes, their use is limited to a very few locations at which
the solid thickness can be measured. In addition to ultrasonic mea-
surement, the profile of the solid/melt interface is captured
through the transparent end windows by florescent-light reflection
photography. In this work, special care is given to the volume
expansion/contraction due to differences in phase densities. This
volume change is tracked by an oil indicator traveling inside a
calibrated vertical tube. Changes in interface profile as a function
of time, the melting rate, and the influence of magnetic strength
are analyzed and compared with the numerical results.

Problem Description

The geometry considered is a rectangular container, the test
cell, of height (H), width (W), and length (L), which is filled with
the phase change material (gallium) in its solid phase. The entire
test cell is placed under a transverse magnetic field, where the
magnetic field, By, is applied in the positive x direction as shown
in Fig. 1. Initially the system is kept at the melting temperature,
T,,. The left sidewall is suddenly raised to a uniform higher tem-
perature (7,>T,,), whereas the right sidewall of the test cell is
kept at, or below, the melting temperature (7.<T,,), and the re-
maining walls are adiabatic. Melting of the PCM begins and a free
convection flow starts to develop in the melt region.

With reference to Fig. 1, the concept of magnetohydrodynamic
(MHD) is briefly described. The applied electric/magnetic field
results in an induced electromagnetic field. The strength and the
effect of induced field, however, are negligible in the ranges being
considered for this investigation. This assumption is valid when
the magnetic Reynolds number remains much less than one
(Re,, < 1), as is the case for liquid metals and alloy [26] (in this
investigation, the magnetic Reynolds number is about 6.5 X 1075).
Therefore, the resulting Lorentz forces per unit volume could be
represented as

F=JXB (1)

where B is the magnetic field and J is the current density flux,
which is expressed as

J=c(E+U X B) 2)

Here, o is the medium electrical conductivity and U is the veloc-
ity field vector. In this set of experiments, the electrical field, E, is
turned off and only the magnetic field is active. Hence, the current
density flux is expressed as

J=0(U,i+ Uyj+ UK X (Byi) (3)

or
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Table 1 Electrical and thermophysical properties of gallium

Parameter Symbol Value Unit
Melting point T, 29.78 °C
Density of solid s 5907.0 kg/m?
Density of liquid P 6094.7 kg/m3
Viscosity “ 1.92x 1072 kg/(ms)
Momentum diffusivity v 3.15%X 1077 m2/s
Electrical conductivity of solid o, 6,644,518.0 1/m
Electrical conductivity of liquid o, 3,846,154.1 1/m
Latent heat h 89,160.0 J/kg
Melt thermal diffusivity a,, 1.29% 1073 m2/s
Thermal expansion coefficient B 1.27X 1074 1/K
Prandtl number Pr 0.0244

J=0(U_Byj - U,Byk) (4)

By substituting Eq. (4) into Eq. (1); the Lorentz forces are ex-
pressed by

F=J X B=[0(U.Byj - U,By)] X (Byi) (5)

or

F=of(- U,B))j - (UBYk] ©6)
It is shown in Eq. (6) that the magnetic force field counteracts
the flow field and the force is proportional to Bé in both y and z
directions. For a specific physical length and material properties,
the strength of the Lorentz forces is scaled by the Hartmann num-
ber, which is expressed in Eq. (7). Other dimensionless parameters
that appear in the results are Stefan number, Prandtl number,
Grashof number, and Rayleigh number, as well as time and tem-
perature. They are defined as follows:
Hartmann number

Um
Ha=B,W~| — (7)
Mom
Stefan number
C(T,-T,
Ste = M (8)
h
Prandtl number
Pr=— (9)
1o

Grashof number

_ gﬁ(Th - Tm)‘/v3

Gr ) (10)
Rayleigh number
Ra=GrPr (11)
Dimensionless time
at
T= W (12)
Dimensionless temperature
T-T,
0= - (13)
Th - Tm

The thermophysical and electromagnetic properties of gallium are
presented in Table 1.
Governing Equations

The computation domain considered in this work is shown in
Fig. 2. The melting of an electroconductive phase change material
in the presence of an electromagnetic field is governed by the
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Fig. 2 Two-dimensional view of the computational domain

conservation of mass, momentum, and energy, the induction equa-
tions, and the Poisson equation for electric potential. While this
equation set can be solved numerically it possesses significant
challenges to obtain a converged solution due to their highly
coupled nature. In order to simplify the equation set, some as-
sumptions are made.

As stated earlier, the induced electromagnetic field is negligible
[26] and hence, the induction-free MHD approximation is em-
ployed. This approximation allows for the applied magnetic and
electric fields be accounted for solely through the source terms in
the conservation equations. In addition, the flow is assumed to be
laminar, incompressible, and the thermophysical properties are
constant in each phase (the properties are evaluated at the melting
temperature, T,,). Furthermore, the densities of liquid and solid
phases are assumed to be the same, p,=p,,, except for the density
that appears in the body force term which gives rise to the force
imbalance between the solid and liquid phases. Therefore, mate-
rial expansion and/or contraction due to phase change is not ac-
counted for—since gallium has moderate volume change (about
3.5% volume contraction during melting), neglecting its effect
may not produce significant error on the overall process simula-
tion. The formulation is carried out as a single-domain problem,
utilizing the enthalpy method developed by Cao and Faghri [27]
where the same conservation equations are used for both the solid
and liquid phases, by considering the solid region as a liquid with
an infinite viscosity. Since both phases are present in the numeri-
cal domain and their volume fraction, their electro- thermophysi-
cal properties, and their appropriate force or energy source terms
must be accounted for, the governing equation set is too prohibi-
tively long to represent it here. A complete set of the equations
can be found in Ref. [6]. Note that the presence of electric field,
E, raises a new dimensionless parameter that is not introduced in
this text, mainly the electromagnetic pressure number (Mp), de-
fined as

_ memBOE W3
= 2

/'Lm
Since in this work electric field is off (E=0), all terms associated
with Mp are set to zero in the numerical solution [6].

Mp (14)

Numerical Procedure

The governing equations were discretized using a control-
volume based finite difference scheme. Patankar’s SIMPLE algo-
rithm was used to solve the coupled heat transfer and MHD flow
problem [28]. The QUICK scheme of Hayase et al. [29], coupled
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Thermocouples

Fig. 3 The three-dimensional view of the test cell without its
sidewalls

with a modified upwind method proposed by Cao et al. [27], were
employed in the solution of the dimensionless enthalpy equation.
The remaining dimensionless equations were solved utilizing the
power law scheme [28].

The grid size dependency was examined for a series of three-
dimensional grid systems. The mass circulation, solid/melt inter-
face location (at the middle of the Y-Z planes), and the computer
run time for the different grid systems were compared (see Table
2 in Ref. [6]). After careful examination, a 42X 42X 22 grid sys-
tem was selected for the numerical simulations. A similar practice
was also exercised to determine a suitable time step. A value of
0.001 dimensionless time step yield results within 0.22% of the
data obtained with 0.0001 time step but with 400% less CPU run
time effort [6].

Experimental Apparatus

The experimental system consisted of: three heating/cooling
water circulators, the test cell, the magnetic system, and the diag-
nostic system. A description of these components and the configu-
rations will be presented in the following sections.

The heating/cooling circulators provided preset constant tem-
perature water for the copper sidewalls of the test cell. A set of
plumbing network was built to switch the sidewalls from one bath
circulator to the next for rapid temperature conditioning. For ex-
ample, suppose Tank 1, Tank 2, and Tank 3 are set at 7}, (hot), 7.
(cold), and T, (melting temperature), respectively; by closing and
opening a few valves, one can switch a sidewall temperature from
initial 7, to higher temperature 7;,—or in reverse—in a matter of
seconds.

The three-dimensional (3D) view of the test cell, without its
sidewalls, is shown in Fig. 3. The cavity had a cross-section di-
mension of 30 by 30 mm and it was 60 mm long. The sidewalls
(shown in Fig. 4) were made of copper and the other four walls
were fabricated from Plexiglas. The front and back walls were
carefully polished to provide highly transparent windows for cap-
turing the photographs. Three rows of fine-gauge type-E thermo-
couples were embedded on both top and bottom walls. One row
was at the center and the other two rows were placed adjacent to
the front and back windows, respectively. (The bottom rows can
be seen in Fig. 3.)

Gallium was chosen as the working fluid, which has a moderate
melting temperature of 29.78°C. The density of liquid gallium is
greater than that of solid phase. To accommodate the material
expansion during solidification and subsequent contraction during
melting, a streamlined auxiliary cavity was machined into the
thick-Plexiglas-top wall near the “hot-copper sidewall.” As shown
in Fig. 3, the two smaller vent holes were used for air evacuation
and the larger vent hole connected the auxiliary cavity to the
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atmosphere through a transparent Plexiglas tube 3 mm in diameter
(marked as “oil indicator”) was used as the gallium expansion/
contraction volume indicator from which the melt volume fraction
was obtained.

When copper walls were clean and free of nucleation sites,
gallium remained at the liquid state even when the wall tempera-
ture dropped below the gallium melting temperature (subcooling
effect). To prevent this, a small hole was drilled on the top sur-
face, through the top wall, adjacent to the “cold-copper sidewall”
for inserting a needle containing solid gallium seed.

Each copper sidewall, shown in Fig. 4, was secured to the test
cell via eight 3 mm screws and sealed with a 1-mm-thick paper
gasket soaked in vacuum grease. The dimension of each copper
wall was 90 by 60 mm and 16 mm thick. A 10.7-mm-diameter
burrow with depth of 14 mm was machined at the back center of
each copper plate to house an ultrasound transducer. The first
5 mm length of each burrow was threaded to receive a penny cap
to secure the transducer. A 10 mm wide slot provided passage for
the transducer wire. The active surface of each copper wall, ex-
posed to the gallium, had dimensions of 30 by 60 mm and both
active surfaces were oxidized to prevent gallium attack. Constant-
temperature water circulated in an 11 mm deep cavity, machined
onto the back of each copper wall that was covered with a thin
copper plate by soldering means (Fig. 4). The circulating water
entered from two side inlets and exited from a single top outlet.
Three thermocouples, strategically placed near the active surface
of each copper wall, measured the surface temperature and veri-
fied its isothermal condition.

The magnetic system consisted of Walker Scientific electro-
magnet poles (model VF-7H), powered by the Walker Scientific
dc power supply (model HS-1365-4SS), and the system was ther-
mally conditioned by the Neslab Merlin series temperature bath
(model M150). With the capacity of the power supply, 50 dc A,
and within 65 mm air gap, the magnetic system provided an
0.88 T stable field. Best linear performance was achieved within
the range of 0-0.6 T.

The magnetic field measurement was carried out by a Walker
Scientific gauss meter (model MG-4D) equipped with a hall probe
(model HP-3450S-20). Within the air gap, the field was measured
at three different cross sections, (i.e., near each pole piece and at
the center of the air gap). At each cross section, five measuring
points were selected, one at the center of the pole and the other
four were near the pole perimeter placed at a 90 deg incremental
angle. The measurements were in Tesla and the probe had an
accuracy of +0.05% of reading. Frequent calibration measure-
ments showed that the magnetic field uniformity was better than
99%.

The measuring system consisted of an ultrasound diagnostic
system, temperature data acquisition, and image capturing system.
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The thickness of the liquid (or solid) phase at the center of the
sidewall was determined by the ultrasonic pulse propagation tech-
nique. The solid and liquid phases, separated by the interface,
have different acoustic properties which can be used, with proper
calibration, to measure the thickness of each phase within resolu-
tion proportional to the pulse wavelength. Ultrasonic pulses in the
5 MHz range are commonly utilized for these types of measure-
ments. In practice, this diagnostic technique has been applied in
pulse-echo mode, in transmission mode, or in angle beam shear
wave mode [23,24]. Pulse-echo mode is simpler to use and was
applied by McDonough and Faghri [25], but it has limitations. In
the first stage of this work, the acoustic properties of gallium were
documented and the effectiveness of each mode was evaluated.
The angle beam configuration was impractical due to its require-
ment of near optimum transducers spacing. Both pulse-echo and
through transmission modes were able to measure the solid thick-
ness only when the interface was near flat (conduction controlled
phase change). When natural convection was present in the melt
region and the interface was curved, the reflected signal was lost
and pulse-echo mode became useless. Only through transmission
mode were we able to detect the interface position effectively.

The ultrasonic diagnostic system used in this work consisted of
a computer-controlled pulser/receiver (Panametrics model 5800),
a digital oscilloscope (HP model 54600A), a Pentium desktop
computer with GPIB input-output (I/O) interface card, and a pair
of 5 MHz videoscan ultrasonic transducers (Panametrics model
V110-RM), configured in the through transmission mode as
shown in Fig. 5. Exploratory tests revealed that the magnetic field
had no effect on the ultrasound transducer outputs.

The thermocouple signals, 47 in total, were measured by a 14
bit National Instrument data acquisition system (NI PCI-6030E)
and two thermocouple amplifiers (NI SCXI-1102). The 47 chan-
nels were scanned twice per second. The accuracy of temperature
measurement was within £0.2°C.

Three high-resolution cameras (creative PD1170) were used to
capture the images of the front window, the back window, and the
oil indicator level (i.e., volume expansion/contraction indicator),
separately. Liquid gallium has slightly different emissivity than its
solid phase and therefore, reflectivity. This difference in reflectiv-
ity can be augmented by using a florescent light source. As illus-
trated in Fig. 6, in the captured photos, the solid phase appears
darker than the liquid region. (The horizontal lines indicate the
center line where sound wave passed through.) Later, each photo
was enhanced by IMAGE-Pro software, as shown in the right side
of the captured image in a distinct black and white format. The
processed images provided solid/melt interface profiles and solid/
liquid volume fractions.
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Fig. 6 Typical captured images and image enhancement

Experimental Procedure

Filling of Test Cell. Gallium, like most liquid metals, has large
surface tension and thus can trap gas during filling. Here, first the
test cell was filled with Meriam red oil fluid, a noncorrosive,
low-surface-tension fluid, and degassed. Then, gas free warm gal-
lium melt (at about 40°C) was slowly injected into the test cell
while allowing for Meriam fluid to escape through the expansion
cavity. Some Meriam fluid was allowed to remain inside the ex-
pansion cavity (also called the auxiliary volume) and was visible
through the vertical glass “oil indicator.” The presence of oil
served two purposes: (a) it protected the gallium from air expo-
sure; and (b) its column length inside the glass tube indicated the
global rate of phase change due to expansion, during solidifica-
tion, and contraction while PCM was melting.

Test Setup. After filling, the ultrasound transducers were
placed on the copper walls at their prepared positions using a
supplied thick honey as the coupling media. The transducers were
secured in place by tightening the penny screws. The test cell was
placed between the magnetic pole pieces and leveled. The water
delivery tubes were connected to the copper walls. The thermo-
couples were connected to the data acquisition system and tested.
The cameras were adjusted for best optical view and the ultra-
sound transducers were connected to the pulser/receiver device.

The three bath circulators were set for 7}, T,, and T,,, respec-
tively, for a typical test run. Both solidification and melting ex-
periments were initiated from the melting temperature, 7,,. During
the initialization stage, both copper walls were thermally condi-
tioned by a single water circulator maintained at 7,,. When the
temperature field reached the isothermal state, one of the copper
walls was switched to a different circulator. To solidify, the cold
side copper (opposite to the expansion cavity side) was switched
to the circulator set at 7. while the hot sidewall was kept at 7,,.
When the solidification ended, the cold wall was switched back to
T,, until an isothermal state was again established. The melting
experiment initiated by switching the hot copper sidewall to T},
bath, while keeping the cold wall at T,

Due to the thermal inertia of the copper walls, there was a delay
of about 2—3 min for the wall to reach its steady-state tempera-
ture. Figure 7 presents a typical wall temperature response to a
sudden temperature change. The walls temperature responses
were recorded and applied as the boundary condition into the
numerical simulation.

As mentioned earlier, the images of the front and back windows
were captured frequently (every 5 s) and analyzed to acquire the
interface profile. The front and back images were very close; how-
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Fig. 7 Typical copper wall temperature response

ever, to compute the phase volume fractions, the phase surface
fractions of both images were averaged and then from the aver-
aged interface profile, the volume fraction of each phase was cal-
culated as a function of time.

The ultrasound transducer continuously detected the solid/melt
interface at the center of the sidewalls. These measured thickness
values were compared with the thickness data obtained from im-
ages and the numerical results. One such comparison is shown in
Fig. 8. As seen there, the agreement between the two sets of
experimental data and the numerical results is astonishingly close.

The changes in the height of the oil column traveling in the vent
tube are an excellent indicator of the changes in melt volume
fractions. The melt (or solid) volume fractions were obtained from

— pm(AVoi]) — pmAlube(AHoil)
(pm - ps) (pm - ps)

Here, it is assumed that the interface profile is 2D (using the
averaged values). This assumption was made after examining
front and back images and reviewing the temperature data. (The
thermocouples embedded in the top and bottom walls indicated
that the temperature field was practically independent of the test
cell depth z direction.) A comparison of melt volume fraction
obtained by the oil level indicator and by image processing is
presented in Fig. 9. As seen there, the agreement is within 3%.
Similarly, for other experiments, the melting volume fraction was
calculated from oil indicator levels and the images and the results
compared very well, indicating that the test cell was leak free and
working well.

(15)

m
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Fig. 8 A comparison of ultrasound, numerical, and image
data: (FC) front window at center; (BC) back window at center
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Experimental Uncertainty Analysis

The experimental results are presented by plotting the dimen-
sionless thicknesses of the interface position at different tempera-
ture boundary conditions and magnetic strength versus the dimen-
sionless time. The uncertainty is a product of the bias and
precision errors in measuring temperature, magnetic strength,
time, and processing captured images. The variable thermophysi-
cal properties and the heat losses through the assumed adiabatic
walls are also sources of error. However, since the gallium melting
temperature is close to the normal laboratory temperature, the heat
loss/gain to/from the surrounding air is not large and may not
affect the outcome substantially.

Stefan, Grashof, and Hartman numbers are the characteristic
parameters of this work. Both Stefan and Grashof numbers are a
function of wall temperature that is measured via embedded ther-
mocouples. The temperature measurement system was calibrated
to provide temperature data within +0.2°C. This is less than 1%
of the measuring temperature range. The magnetic strength mea-
surement, which directly affects Hartman number, was accom-
plished within +0.1%, but the magnetic field uniformity was about
99%. Hence, the overall uncertainty in magnetic field measure-
ment was mainly influenced by its nonuniformity of 1%. Interface
locations were obtained by analyzing the captured images taken at
5 s time intervals. Two cameras were triggered by two different
computers. The computer internal clocks were synchronized be-
fore each experiment. The high-volume image-data transfer lead
to a discrepancy between the two computer internal clocks at the
end of each test (the accumulated error depended on the time
period of the experiment). This error in time management may
over- (or under-) estimate the melt thickness. Combining all said
sources of errors, the measurement uncertainty of this system was
estimated to be £3%. Several experimental cases were repeated
and in all cases the repeatability of acquired data was better than
the uncertainty rate of 3%.

Results and Discussion

Experimental tests were carried out for three different catego-
ries: natural convection, solidification, and melting. In this paper
natural convection will be briefly discussed followed by a discus-
sion of the melting results. The influence of magnetic strength is
investigated and compared with numerical results.

Natural Convection. In this set of tests, the temperatures of
both copper walls were higher than the melting temperature of
gallium, 7,,. With a temperature difference corresponding to
Gr.Pr?=2X 10°, temperature profiles at different magnetic field
are plotted in Fig. 10. The dimensionless parameters are as fol-
lows:
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As can be seen in Fig. 10, when magnetic field (represented by
Ha) increases, the top and bottom surface temperature profiles
become closer and finally merge into a single straight line. From
Ha=0 to Ha=806, the dominating mode of heat transfer changes
from a strong free convection to a simple heat conduction.

Unlike the previous results reported by authors for the painted
copper walls [30], no noticeable thermal resistance was observed
for the oxidized copper surface. The data presented in Fig. 10 are
for the magnetic strength fields of 0 T, 0.1 T, 0.2 T, and 0.6 T,
corresponding to Ha=0, 134, 267, and 806, respectively.

Melting Results. After the test cell was fully solidified, it was
brought back to isothermal state at 7,,. Then, the hot side copper
wall was switched to a water bath having temperature 7,> T, and
the melting process began. In the following sections, the melting
results presented belong to cases with AT=T,,—T,,~ 10°C and the
magnetic strengths of 0 T, 0.1 T, 0.25 T, and 0.6 T.

For each case, the hot-wall temperature history (similar to that
shown in Fig. 7) was recorded and introduced to the numerical
code as a boundary condition. The interface profiles obtained from
the captured images were compared with the numerical results.
(The time history of the center point on the interface profile of
each case compared very well with the ultrasound data. Therefore,
for clarity purposes, the curves belonging to the ultrasound were
removed from these comparisons.)

Figures 11-14 present comparisons between numerical simula-
tions and captured image results for cases of AT=T,-T,,
=~10°C, (i.e., Ste=0.05 and Ra=90,000), and for Ha=0, 134,
335, and 806, respectively. (Note: notations FT, FC, and FB mean
front window, top, center, and bottom of images, respectively; and
NT, NC, and NB mean the numerical profile at top, center, and
bottom, respectively.) As illustrated in these four figures, the nu-
merical simulations fit very well the results obtained from the
images; the agreement is within (or better than) +6%. Indeed, at
larger Hartmann numbers the numerical results are very close to
the experimental data, which means when natural convection is
dampened and the melt/solid front is relatively flat, the enthalpy
method used in the numerical code [6] predicts the test results
quite accurately. On the other hand, when free convection is
strong, the melting rate is comparatively large, and the interface is
curved, the numerical model with approximations such as con-
stant thermophysical properties in each phase, neglecting the vol-
ume contraction of the solid material undergoing the melting pro-
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Fig. 11 Melt thickness at top, center, and bottom: comparison
of experimental and numerical results (Ha=0)

cess, may affect the flow field in the melted region. Also, the grid
resolution limitations, due to computation power, may contribute
to small differences between experimental and numerical results
at low Hartmann numbers when free convection flows are strong.
In addition, when melting rate is large, the errors associated with
time management of the captured images tend to overstate the
differences existing between experimental and numerical results.

As shown in this work, two dimensionless parameters play ma-
jor roles: they are Hartmann number (Ha) and Stefan number
(Ste). The role of Stefan number in phase change processes has
been well established, especially for conduction controlled melt-
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ing and/or solidification. The role of Hartmann number is not yet
clear on phase change rate. Indeed larger magnetic field will
dampen the convective flows and will alter the shape of the melt/
solid interface as illustrated in Fig. 6. However, its effect on over-
all melting rate is not overly remarkable as seen in this study. To
examine this, the melting rates of the experiments reviewed in the
previous discussion were computed and the results of all four tests
are plotted in a single graph for comparison as shown in Fig. 15.
As seen there, at shorter time periods where melt thickness is
small, all melting rates are similar. As the melt thickness increases
(at longer time periods), only the case of Ha=0 separates from the
other three cases that were under magnetic influence. (Of course,
as melt thickness increases, free convection will become stronger
and melting rate should increase as the case of Ha=0 indicates.) It
was expected that we would see a similar behavior for smaller
Hartman numbers such as Ha=134 which did not exhibit such
behavior.

Conclusion

The experimental results have illustrated that the melt/solid in-
terface is significantly affected by the presence of a magnetic
field. When a magnetic field is present, the overall melting rate
decreases compared with zero field. However, the relation be-
tween the strength of the magnetic field and the melting rate is not
yet clear. The experimental data compared very well with the
numerical simulations, giving confidence that the assumptions
made in the numerical modeling are valid.

Melting Strength vs Melt Volume
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Fig. 15 Hartman number effect on the melting rate
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Nomenclature

AU
B
By

C
E
8
Gr
h
H
Ha
J
k
L

Mp
Pr
Ra
Re

3

wn
I <TINST

Greek Symbols

a

WaD T &9

Subscripts

S oI >n

»Vs2

cross-section area of the venting hole, m>

magnetic field, T

applied magnetic field, T
specific heat, J/(kg K)

applied electric field, V

gravity acceleration, m/s?
Grashof number

latent heat, J/kg

height of the test cell, m
Hartmann number

electrical current density, A/ m?
thermal conductivity, W/(m K)
depth of the test cell, m
electromagnetic pressure number
Prandtl number

Raleigh number

magnetic Reynolds number
stefan number

time, s

temperature filed, K

velocity vector, m/s

melting volume fraction

width of the test cell, m
dimensionless interface front

thermal diffusivity, m?/s
electrical conductivity, 1/m
viscosity, kg/(m s)

kinematic viscosity, m?/s
dimensionless temperature
density, Kg/m?

dimensionless time

thermal expansion coefficient, 1/K

cold side

hot side

melting or liquid phase
oil indicator

solid phase

wall condition

system coordinates

X
X,Y.,Z dimensionless coordinates, (x/W, y/W, and

z/ W, respectively)
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Redistribution of the total energy of a fluid in motion, which is
called “energy separation,” has been observed in various flow
situations. Understanding the underlying mechanism of this inter-
esting phenomenon has been limited due to lack of the temporal
information on flow and temperature fields. In the present study,
numerical simulation of a viscous circular jet was performed to
provide detailed temporal information on pressure, vorticity, and
total temperature fields. Nondimensionalized governing equations,
including mass, momentum, and total energy conservation equa-
tions, were simultaneously solved by an equal-order linear finite
element and fractional four-step method. The results show that the
Jformation and transport of vortices induce a pressure fluctuation
in the flow field. The fluid, which flows through the disturbed
pressure field, exchanges pressure work with the surroundings,
and gains or loses total energy. This work exchange leads to
higher and lower total temperature regions than the surroundings.
In addition to the presence and movement of the vortices, the
results indicate that the vortex-pairing process significantly inten-
sifies the pressure fluctuation and corresponding total temperature
difference. This implies that the vortex-pairing process is a very
important process in intensifying energy separation and might ex-
plain the enhancement of energy separation in a jet using acoustic
excitation. [DOI: 10.1115/1.2709973]

Keywords: energy separation factor, jet flow, numerical analysis,
vortex pairing, pressure fluctuation

Introduction

“Energy separation” is the redistribution of the total energy in a
flowing fluid without external work or heat, so that some portion
of the fluid has higher and other portion has lower total energy
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(temperature) than the remaining fluid. Since this interesting phe-
nomenon was observed in a vortex tube (so-called Ranque-Hilsch
tube) in the 1930s, many researchers have reported that energy
separation could be observed in various flow situations including
free jet [1-3], impinging jet [4], and flows across a circular cyl-
inder [5-7]. Although theoretical and numerical models of energy
separation in vortex tubes have been developed in several recent
studies [8-10], those for flows with moving vortices are still lim-
ited.

Eckert [11] proposed a theoretical model of energy separation
in a flow with moving vortices considering the significance of
various terms in total energy conservation equation. He suggested
the pressure fluctuation within a flow field caused by moving vor-
tices was a key mechanism of total energy redistribution as well as
the imbalance between the energy transport by viscous shear work
and by heat conduction. Unlike the energy separation due to shear/
conduction imbalance, the energy separation due to the pressure
fluctuation has time-dependent characteristics associated with the
movement of vortices. Kurosaka et al. [5] proposed a detailed
model of total temperature variation around a transporting vortex
in a vortex street. Though most previous studies were based on
time-averaged temperature measurements, research on the instan-
taneous mechanism of energy separation is essential to under-
standing the phenomena due to the pressure fluctuation. A few
numerical studies were performed to investigate the instantaneous
mechanism. Fox et al. [1] performed a numerical analysis of en-
ergy separation in an inviscid and non-heat-conducting jet and
investigated the mechanism of energy separation induced by vor-
tex motion only. Han and Goldstein [12] carried out a numerical
analysis for a plane shear layer by solving the two-dimensional
Navier-Stokes equations.

In the present study, the mechanism of energy separation was
numerically investigated in a viscous and heat-conducting circular
jet flow. The energy separation by the pressure fluctuation as well
as that by the shear/conduction imbalance was investigated with
various Reynolds numbers (Rep). The results provide physical
insights on the instantaneous mechanism of energy separation.

Mathematical and Numerical Formulation

A jet with a very thin initial shear layer (8,) exited a circular
nozzle with velocity of U, and total temperature of T;, into a
stationary fluid at the same total temperature as shown in Fig. 1.
The governing equations were mass conservation, unsteady
Navier-Stokes equations, and total energy conservation equation.
With the assumptions of axisymmetry, and incompressible and
constant properties with viscosity » and thermal diffusivity «,
these equations were simplified and nondimensionalized based on
U, and the nozzle diameter D. For energy conservation, the en-
ergy separation factor, S=(T,—T,,0)/(U§/20p), was introduced as a
nondimensional temperature and the total energy conservation
equation was rewritten in terms of S with Rep,=U,D/v and Pr
=v/a. Using the axisymmetry and boundary layer assumptions,
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the energy conservation equation was reduced as follows:

DS _1ip 1 st+i[1 _L]zz(ma_u) (1)
Dt 2t RepPr Rep Pr|ror\ or

An equal-order finite element and fractional four-step method
was adopted to discretize and solve the governing equations si-
multaneously. Detailed discretization and solution algorithm were
described in [12,13]. Briefly, the Petrov-Galerkin weighted re-
sidual formulation was performed for each governing equation by
multiplying weight functions and integrating over an arbitrary do-
main. These equations were applied to finite elements and dis-
cretized using the equal-order linear finite element method, where
all variables of the elements were evaluated by the linear interpo-
lation of all node values. Then, the equations were integrated in
time using a fractional four-step method. For flow field calcula-
tion, the intermediate velocity (it;) was first calculated from the
momentum equation. Then, the pressure was obtained from the
mass conservation using the intermediate velocity, and the veloc-
ity (1) was corrected by the pressure. At all nodes, a convergence
criterion (Ju ;] <1X10™) was satisfied at each time step.
When the flow field was calculated, the discretized total energy
equation was solved for the nondimensional total temperature.

At the inlet plane, a velocity profile with a thin initial shear
layer was employed for the streamwise velocity as shown in Fig.
1. The ratio of initial shear layer thickness to the diameter of the
jet, 6,/D, was assumed to be 1/30, close to the value in experi-
mental studies including Seol [14]. Within the initial shear layer,
small disturbances were introduced in the radial velocity compo-
nent. Through stability analysis of inviscid flow with the same
velocity profile at x=0, the most unstable frequency and two sub-
harmonic frequencies were selected as the disturbance frequen-
cies. Along r=0, axisymmetric boundary conditions (3/dr=0) are
adopted for all variables. At the outlet (x=15), a convective
boundary condition is employed. This condition simulated con-
vective transport due to vortices passing across the outlet plane as
shown in Fig. 1. This condition was employed to minimize the
distortion and perturbation by the reverse flow associated with
vortices as described in [15]. The following conditions were im-
posed in the computational domain as initial conditions:

u(x,r,0) = 0.5[1 - tanh(?(Zr— 1))]

and v(x,7,0)=S(x,r,0)=0 (2)

A grid of 120 in the x-axis and 76 in the r-axis was used. For
better results, more grid points were located along the axis of r
=0.5 as shown in Fig. 1. The grid-dependence check was per-
formed by comparing the calculated velocity fields of 120X 76
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and 240 X 152 grids when Rep=1.0x 103. Calculations were per-
formed with three different Reynolds numbers: 1.0 X 103, 2.0
X103, and 1.0 X 10* with Pr=0.7. The simulation was performed
until all initial conditions were washed away and periodic velocity
and pressure variations were confirmed.

The accuracy of the developed numerical code was tested for
both flow velocity and total temperature calculation. The accuracy
associated with the flow velocity calculation was checked by com-
paring the computational results to experimental measurements
[16,17]. The total temperature calculation was validated by calcu-
lating the difference between total energy flow at given axial lo-
cations with that at the inlet of the computational domain. The
calculation using time-averaged velocity and total temperature at
several axial locations showed that the difference was 0.001% of
the total energy at the inlet for Rep=1.0X 10°.

Results and Discussion

The instantaneous distributions of vorticity (w=dv/dx—duldr),
pressure and total temperature for Rep=1.0 X 10 at two different
time steps (=45 and 46.5) are shown in Fig. 2. In the vorticity
distributions, the “well-known” coherent ring vortical structure of
a circular jet and corresponding interactions (i.e., the roll up and
pairing of the vortices) are confirmed. At r=45, pairing of two
neighboring vortices begins around x=3 so that the upstream vor-
tex rolls the downstream one. At =46.5, the roll up continues and
the two vortices merge into a larger vortex near x=4. After the
merge, the vorticity decreases downstream. In the pressure distri-
butions, alternating local maxima and minima are observed—
lower pressure near the center of vortices and higher pressure
between the vortices. This alternating pressure variation is caused
by the presence of the coherent vortical structure, and fluid flow-
ing through this pressure field will be compressed or expanded
along its path line. Through these compression and expansion pro-
cesses, the fluid exchange pressure work with the surrounding
fluid, which may result in redistributed total energy in the flow
field.

The total temperature distributions clearly show the redistribu-
tion of total energy—higher total temperature in the lower half of
the vortices and lower total temperature in the upper half of the
vortices. This redistribution can be explained by considering the
motion of fluid and the change of local pressure as proposed in
[5,12]. When stationary fluid is entrained into the jet, it is en-
trained through the rear half of vortices and then flows through the
lower half of the vortices. The local pressure at the lower half
increases with time (i.e., dp/dr=0) since fluid with higher-
pressure approaches from the upstream. Thus, the fluid is com-
pressed and gains energy from the surrounding fluid. On the con-
trary, the fluid entrained out through the front half of the vortices
experiences pressure decrease and loses energy to the surrounding
fluid.
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Although the mechanism of the total energy redistribution is
similar to that of a plane shear flow, the relative locations of high
and low total temperature regions are different. As shown in Fig.
2, the axial locations of high and low total temperature regions are
aligned. As shown in [12], however, hot and cold regions are
axially staggered in a plane shear flow. This different axial align-
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Instantaneous vorticity, pressure, and energy separation factor distribu-

ment is thought to be caused by the difference in path lines of
each flow situation, but further research is necessary to verify. In
addition to the alternating pressure variation, the vortex merging
process, which is observed near x=4, induces intensified pressure
fluctuation as shown in the pressure contour at r=46.5. The cor-
responding total temperature difference between hot and cold re-
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gions is also intensified after the pairing. Similar intensification
was also observed in a numerical simulation of a plane shear flow
[12].

Time-averaged energy separation factor profiles are presented
at Fig. 3. At very near the nozzle exit (x=0.1), no significant
energy separation is noted regardless of Reynolds numbers. At x
=0.5, total temperature becomes higher than the surrounding at
r=0.5 and lower near r=0.55 when Re,=1.0X 10* This total
energy redistribution patterns are observed in lower Reynolds
number cases at further downstream. At x=1, higher total tem-
perature near »=0.5, and lower total temperature around r=0.6 are
predicted for all Reynolds numbers studied. This total energy re-
distribution pattern agreed with time-averaged experimental mea-
surements in [1,2]. As observed in the experimental studies, the
present simulation showed that the magnitude of energy separa-
tion in the lower total temperature region is much larger than that
of the higher total temperature region. The calculated result also
shows that the extent of energy separation is intensified with Rep
so that the time-averaged energy separation factor has a minimum
of —0.3 when Rep=1.0X10* At x=2, the difference between
higher and lower total temperature regions continues to increase.

Conclusion

A computational code using an equal-order finite element and
four-step fractional step method was developed to study energy
separation in an axisymmetric jet flow with three different Rey-
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nolds numbers: 1.0X 103, 2.0X 103, and 1.0X 10*. The result
clearly illustrates the presence of instantaneous energy separation
and provides insightful information to understand its mechanism.
The result shows that the transport of vortical coherent structure
induces pressure fluctuation in the flow field, a fluid flowing
through the disturbed pressure field may exchange pressure work
with the surrounding fluid, and, consequently, separates into
higher and lower total energy regions. In addition to the move-
ment of vortices, vortex pairing significantly increases the pres-
sure fluctuation in the flow field and may intensify the energy
separation.
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Thermal hydraulics related to the design of the spallation target
module of an accelerator-driven subcritical system (ADSS) was
investigated numerically using a streamline upwind Petrov-
Galerkin (SUPG) finite element (FE) method. A large amount of
heat is deposited on the window and in the target during the
course of nuclear reaction between the proton beam and the mol-
ten lead-bismuth eutectic (LBE) target. Simulations were carried
out to predict the characteristics of the flow and temperature fields
in the target module with a funnel-shaped flow guide and spheri-
cal bottom of the container. The beam window was kept under
various thermal conditions. The analysis was extended to the case
of heat generation in the LBE. The principal purpose of the analy-
sis was to trace the temperature distribution on the beam window
and in the LBE. In the case of turbulent flows, the number of
recirculation regions is decreased and the maximum heat transfer
was found to take place downstream of the stagnation zone on the
window. [DOI: 10.1115/1.2709972]

Keywords: ADSS, spallation target, finite element method, SUPG,
thermal hydraulics

1 Introduction

In the near future, the accelerator-driven subcritical nuclear re-
actor system will play a significant role in nuclear power genera-
tion owing to its ability to enhance both the neutronics of reactors
and safety physics [1]. The target system is the critical part of an
accelerator-driven subcritical system (ADSS), which is shown in
Fig. 1. In the target system, a high-energy proton beam from the
accelerator irradiates a heavy metal target to produce spallation
neutrons, which initiate fission reaction in the subcritical core. The
protons are induced on the target through a vacuum pipe closed by
a window at the end. Therefore, the beam window is exposed to a
huge amount of thermal and mechanical load and suffers from
radiation damage due to spallation neutrons. A lead-bismuth eu-
tectic (LBE) is preferred as the target material owing to its high
production rate of neutrons, effective heat removal rate, and very
small amount of radiation damage. In addition, it can be used

lCorresponding author.

Contributed by the Heat Transfer Division of ASME for publication in the Jour-
NAL OF HEAT TRANSFER. Manuscript received April 15, 2006; final manuscript re-
ceived November 15, 2006. Review conducted by Sumanta Acharya.

582 / Vol. 129, APRIL 2007

Copyright © 2007 by ASME

simultaneously as a reactor coolant. Hence, the spallation target
module is the most innovative component of ADSS, which con-
stitutes the physical interface between the accelerator and the sub-
critical core.

Although it is relatively easy to remove the total spallation heat
by the LBE, what is crucial is that this has to be achieved without
the target temperature exceeding the stipulated temperature in any
region of the flow. There should not be any recirculation or stag-
nation zones leading to hot spots, inadequate window cooling,
generation of vapors, etc. This necessitates detailed flow analysis
in the spallation region, the flow region near the entrance of the
annular zone along with the temperature distribution on the win-
dow.

There are two possibilities for examining the thermal-hydraulic
behavior of a liquid-metal spallation region. The first option is to
build a full-sized target and install it in a proton beam, suitably
supplied with coolant under design conditions and instrumented.
The second option is to simulate such a target using a state-of-the-
art computational fluid dynamics (CFD) tool. This latter approach
has been accomplished using a finite element (FE) streamline up-
wind Petrov-Galerkin (SUPG) technique [2]: axisymmetric time-
dependent governing equations are solved.

Investigations concerning the development of the target system
of an ADSS have been summarized by Maiorino et al. [3]. A
review of the recent literature reveals that there have been few
investigations focusing on the design of the target system of an
ADSS. Dury et al. [4] analyzed the spallation zone near the beam
window of the European Spallation source liquid-metal target fa-
cility numerically using CFX-4. They considered liquid mercury as
the spallation target. Cho et al. [5] computed the heat transfer and
flow characteristics in a simplified version of the target system
model called HYPER using ANSYS and CFX packages. Whereas
there is a circular flow guide in the target model considered by
Dury et al. [4], there is no such flow guide in the model studied by
Cho et al. [5]. Recently, window-based target modules, such as
XADS [6], with funnel-shaped flow guides have been proposed. In
this model, the downcomer part of the ADSS is separated from the
riser part by using a flow guide. The flow takes a 180 deg turn
around the tip of flow guide.

In this work, we consider the entire target system of ADSS with
a funnel-shaped flow guide (see Fig. 1). Furthermore, we account
for the high-energy proton beam impingement on the window
surface by introducing appropriate thermal boundary conditions
on the window. In view of the continuous proton beam impinge-
ment, the window surface may also be assumed to be isothermal
for some situations. Also, we account for the heat generation in
LBE based on FLUKA [7] data. The two-equation k-€ model with
the wall-function approach is used for analyzing turbulent flows.
An in-house SUPG-FE code based on the projection scheme of
Chorin [8] was developed and validated. Simulations were carried
out to analyze the flow and heat transfer characteristics in the
target system of an ADSS for a wide range of Reynolds numbers.

2 Governing Equations and Boundary Conditions

2.1 Governing Equations. The flow is considered to be vis-
cous, incompressible, and turbulent. The Reynolds analogy is ap-
plied to calculate the turbulent heat transfer. The geometry of
interest is axisymmetric. The computational domain shown in Fig.
1 is discretized using small quadrilateral elements. All variables,
including the velocity components, pressure, temperature, kinetic
energy, and dissipation rate, are located at element nodes. The
dimensionless equations governing the axisymmetric mean flow
[9,10] are as follows:

Continuity Equation

——(Pu)+—=0 (1)
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where p is the pressure, u; are the radial and axial mean velocity
components, respectively, and x; the radial and axial coordinates,
respectively. The index B is unity for the axisymmetric cases. The
equations describing two-dimensional planar flows can be ob-
tained from Egs. (1) and (2) by setting 8=0. The effective turbu-
lent viscosity veg=(1+wv,,) is calculated using the (k-€) model of

turbulence [10,11]

2
Ver=1+c¢, Re = (3)
Eﬂ
Transfer of the dimensionless turbulent kinetic energy k,, its
dissipation rate €, and the temperature distribution € are modeled
as follows:
k Equation

ok, ok, ok, 1 1 a( Bv,nﬁk,,> (9( thnﬁk”)
—tu—+v—=——| —|F—— |+ | F——
xPRe| ox o, Ox dy g, dy

+G,— €, 4)

Journal of Heat Transfer

Beam

Y2 Window,
Proton ¢ S
Beam vy /

\
v
\

Inflow
Plane
Outflow
Plane l
T No-slip boundary
(-
Thermally insulated
f—————————
Flow guide

'

No-slip boundary

1

i

)

!
i
'

i

Thermally insulated

Downcomer section

-

Physical domain of the target system of an ADSS with boundary conditions

€ Equation
de, de, de, 1 1 19(,81/,,1(?6,1) r?(BV,,,(?e,,)
—tu—H+v—=—7—| —|F—— |+ | F——
ar  ax  dy xPRe|lax\" o, ox/) ay\" o, dy
Eﬂ
+ k_(cleGn - CZEEn) (5)

n

Energy Equation

a0 90 90 1 1 | a 30
—du—+v—=— — 2Pl +a,,)—
ar ox  dy xPRePr| ox " ox

+ %{xﬂ(l + a,,n)f—;} + S0:| (6)

where S, is the heat generation source term and G, is the turbu-
lence production term.
Finally, »,,, and «;, can be written as

K Pri?
V,,,,ZCMRCE_ a,,=C,Re e (7)
n t*n

where the model coefficients are C
=0.9, C,.=1.44, and C,.=1.92.
The pertinent nondimensional parameters are

M=0.09, =10, o.=13, 0,

VoD
Reynolds number, Re = —
14

and
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14
Prandtl number, Pr=—
a

where D is the characteristic length, v is the kinematic viscosity, a
is the thermal diffusivity, and V|, is the mean inlet velocity.

2.2 Boundary Conditions. The detailed analysis of molten
LBE flow in the laminar and turbulent regimes are considered.
The boundary conditions of interest for the laminar flow are

* Inlet section: u=0, v=v(x); =0
* Symmetry boundary u=0, dv/dn=0; 96/ n=0
* No-slip wall u=v=0
Along the beam window #=1.0 (constant temperature) or
96/ 6n=1.0 (constant heat flux)
For other walls d6/dn=0 (thermally insulated)
* Outlet section: du/dn=dv/dn=0; 90/ n=0
where n represents the normal direction to the surface. Non-
dimensionalization of the energy equation for the constant
heat flux case is applied with respect to the dimensional
uniform heat flux on the beam window. However, the final
form of the energy equation remains the same.

For the turbulent flows, the standard k-e turbulence model has
been used. The standard k-€ relies on the high Reynolds number
assumption, which is not valid very near the wall where the vis-
cous effects are predominant. The wall-function approach was fol-
lowed to model the near-wall region [11]. In this approach, the
flow near the solid boundaries is not solved for, but is assumed to
obey the law of the wall. The tangential velocity and turbulence
quantities are then specified. The estimation of wall shear stress
based on the finite element method is adopted according to Benim
and Zinser [12]. The conditions for velocity and temperature can
be specified in the following way:

e Inlet plane

v=v(x); u=0
312 314
k,=1.5P; €,(x)=—"—% forx<(\y)
XX
PRyl
=——* for x>(Ny)
Ax,
6=0 (8)

where v, , is nondimensional friction velocity, x* is given by
xv,/v, I is the turbulent intensity, y=0.42, which is known
as the von Kdrman constant, \ is a constant prescribing the
ramp distribution of the mixing length in boundary layers
and is equal to 0.09 and E£=9.743. The boundary conditions
at the outlet and the confining walls are given as follows:

e Symmetry boundary u=0, df/dn=0; f=(v, 0,k,,€,)

* Outlet section df/dn=0; f=(u,v, 6,k,,€,)

The wall functions due to Launder and Spalding [11] are used

to mimic the near-wall region for the no-slip walls. For x;
=11.63,
147,172
S L ¢ ©)

o=
e ln(Ex;)

where x;=xp ReC/* k,ll/i The subscript p refers to the first grid
point adjacent to the wall. Efforts were made (grid size chosen) to
retain x, closer to 20 in most of the computations.

Instead of using Egs. (4) and (5) near the wall, k,, €, at point p
are computed from
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Fig.2 (a) Fully developed pipe flow results (kinetic energy) for
Re=500,000 and (b) fully developed pipe flow results (dissipa-
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where v, is the friction velocity is given as v,,=C "k,

3 Grid Generation, Solution Technique, and Code
Validation

The computational grid of the target system is generated using
an algebraic method, smoothed, and clustered by the elliptic par-
tial grid generation technique using Poisson’s equations. A SUPG
finite element method [2] has been used to discretize and solve the
governing conservation equations. The pressure-velocity iterations
follow the method due to Harlow and Welch [13]. The entire
procedure has been documented in Maji and Biswas [14] and in
the recent work of Prakash et al. [15]. The code validation for the
turbulent flow was accomplished through comparison of the pre-
dictions for fully developed pipe flow to experiment and to pre-
dictions of other investigations. The predicted turbulent kinetic
energy and its dissipation rate were compared to the results of
Laufer [16] and Hutton and Smith [17]. The results shown in Fig.
2 are in good agreement with the experimental [16] and numerical
[17] results.

The following three meshes are considered for the grid sensi-
tivity analysis: (i) 33 grid points in the cross-stream direction
X247 grid points in the streamwise direction having 8151 nodes
and 7872 elements, (ii) 51 grid points in the cross-stream direction
X307 grid points in the streamwise direction with 15,657 nodes
and 15,300 elements, and (iii) 69 grid points in the cross-stream
direction X367 grid points in the streamwise direction with
25,323 nodes and 24,888 elements.
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(a)

Fig. 3 Streamlines for (a) Re=500, (b) Re=700, and (c) Re
=1000

As one moves from coarse grid to fine grid, the maximum
deviation in the Nusselt number for Re=500 calculated along the
beam window is found to be <1.01%. Hence in the present study,
a grid consisting of (51 X307) nodes was chosen for all compu-
tations.

4 Results and Discussion

4.1 Flow and Heat Transfer Characteristics of Laminar
Flows. Figure 3 shows streamline patterns for the flow field ob-
tained with Re=500, 700, and 1000. At Re=500, a primary vortex
is observed near the inlet section along the guide due to sudden
expansion of the flow domain. In addition, there are recirculation
regions near the 180 deg turn and also near the exit along both the
beam window and the flow guide. Secondary recirculation zones
are observed in the stagnation region at the bottom of the down-
comer section of the target system along the axis of symmetry and
along the solid wall prior to the first change of curvature in the
geometry of the target system. At Re=700 and 1000, although the
primary vortex bulges, the reattachment length decreases owing to
the increasing velocity field. The pressure developed at the inner
edge of the bend of the separating wall will decrease with increas-
ing Reynolds number, which will influence the reattachment
length. Also, with increasing velocity, while the secondary recir-
culation zone in the stagnation region becomes prominent, the
secondary recirculation zone, along the solid wall, becomes
shorter and drifts upstream. For all Reynolds numbers, pressure
(Fig. 4) is seen to increase near the zone of sudden expansion
immediately after the inlet. Subsequently, it decreases uniformly
near the bend. The pressure drop, and thereby the pressure gradi-
ent, are very high in the stagnation zones. Thereafter, the pressure
recovers up to the convex downstream of stagnation zone, where
the secondary recirculation zone occurs, and finally attains atmo-
spheric pressure at the exit plane. One of the assumptions in this
work is the constant properties of the working fluid. The Prandtl
number of this study is 0.02. The temperature contours on the
beam window for the isothermal boundary for different Reynolds
numbers are shown in Fig. 5. In the case of low-Prandtl-number
fluids, the thermal boundary layer grows faster than the velocity
boundary layer. The thermal diffusivity dominates over the mo-
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Level P Level P Level P
19 1.34989 19 1.34989 19 1.34989
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13 0.947862 13 0.999933 13 0.999933
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5 -0.732851 5 -0.732851 5 -0.732851
4 -1.32792 4 -1.32792 4 -1.32792
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2 -2.22052 2 -2.22052 2 -2.22052
1 -2.51806 1 -2.51806 1 -2.51806
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Fig. 4 Pressure contours for (a) Re=500, (b) Re=700, and (c)
Re=1000

lecular diffusivity. The thermal boundary layer, which is seen to
manifest along the window, becomes sharper with increasing Rey-
nolds number.

4.1.1 Calculation of Local Nusselt Number, Skin Friction Co-
efficient, and Coefficient of Pressure. The local skin friction coef-
ficient and the local Nusselt number based on the inlet tempera-
ture of the stream are defined in nondimensional form as

29U a6

= Ue=——
7 Re on 5 on

where n denotes the direction normal to the window, S is the
streamwise distance along the beam window, U is the nondimen-
sional velocity component tangential to the wall, and @ is the
dimensionless temperature.

Figure 6 compares the Nusselt number distribution based on the
inlet temperature (7,,) along the beam window of the target sys-
tem of an ADSS for the above-mentioned Reynolds numbers. It
was observed that the Nusselt number increases initially and then
decreases. This is in agreement with the observed trend of varia-
tion of the thermal boundary layer. Finally, the Nusselt number
increases near the exit plane because of recirculation of flow in
the window region near the exit. The Nusselt number increases
with increasing Reynolds number. Figure 7 shows the CyXRe
variation along the surface of the window. It is evident that Cy
X Re remains constant along the leading edge of the window and
then decreases at the exit. The peak value of CyXRe increases
with increasing Reynolds number. Also, the spatial location of the
occurrence of peak values shifts toward the trailing edge of the
beam window with increasing Reynolds number. These effects
may be attributed to the combined influence of the curvature ef-
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Fig. 5 Temperature contours for constant temperature along
the beam window (enlarged view of beam window:) (a) Re
=500, (b) Re=700, and (c) Re=1000

fect, the presence of a prominent vortex, and the change from
free-slip to no-slip boundary from the leading edge of the window.

4.1.2  Calculation With Heat Generation. Initially, the simula-
tions are carried out with the presumption that the liquid metal is
nonabsorbing. Currently, the liquid metal (LBE) is considered to
be energy absorbing with the heat generation, source term in Eq.
(6) taken into account. The kinetic energy of the proton beam is
converted into heat energy. The heat generation function on the
liquid metal was developed using data from the FLUKA code for a
1 GeV proton beam [7]. The isotherms calculated, including heat
generation in the LBE with constant window surface temperature
along the beam window, are shown in Fig. 8. Unlike for the non-

Nusselt Number

L L 1 L L L
0 02 0.4 0.6 0.8 1 1.2 14

Streamwise distance along the beam window (S)

Fig. 6 Nusselt number for constant temperature along the
beam window: (a) Re=500, (b) Re=700, and (c) Re=1000
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Fig. 7 C;XRe along the beam window: (a) Re=500, (b) Re
=700, and (c¢) Re=1000

reacting case, here the influence of proton beam bombardment on
the window is observed not only downstream of the window but
also upstream of it as far as the tip of the flow guide. However, the
peak temperature value lies along the beam window.

4.2 Flow and Heat Transfer Characteristics of Turbulent
Flows. Figure 9 show the streamlines for three different Reynolds
numbers: (a) Re=14,1340, (b) Re=282,690, and (c) Re
=565,380. The velocities corresponding to Re=141,340, Re
=282,690, and Re=565,380, are 0.1716 m/s, 0.3423 m/s, and
0.6823 m/s, respectively. These velocities are in the operational

T T T

1 1 1
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Fig. 8 Temperature contours for heat generation in LBE and

constant window surface temperature along the beam window:
(a) Re=500, (b) Re=700, and (c) Re=1000
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Fig. 9 Streamlines for (a) Re=141,340, (b) Re=282,690, and (¢)
Re=565,380

range of a class of target system. Streamline plots show that there
is a flow separation and reattachment near the convex bend and
the size of the separated eddy decreases with increase in the Rey-
nolds number. Near the beam window, the fluid experiences con-
vex flow followed by concave flow, whereas the opposite occurs
for flow along the guide near the exit plane. It has been observed
for flows with curvature the quantity «'v’ first increases and then
decreases in magnitude on the beam window, whereas the oppo-
site occurs on the flow guide near the exit plane. Therefore, in the
case of turbulent flows, the enhanced transverse momentum trans-
port occurs toward the curved section of the beam window and the
separation is delayed; in fact, it is prevented owing to the presence
of fluid particles with higher kinetic energy. Separated flows are
observed in the convex zone along the flow guide. Clearly, three
Reynolds numbers give good qualitative consistency and the vor-
tex formation appears to be well reproduced. Figure 10 presents
the distribution of the time-mean temperature over the flow field
for Re=565,380. At the bend on the window, Fig. 10 shows con-
vection from the wall. The variation of the Nusselt number is
shown in Fig. 11. The amount of heat diffusion toward the radial
direction decreases with increase in Reynolds number because
more heat energy is convected away from the wall with increasing
velocity of LBE. The peak value of the Nusselt number occurs at
the start of the window curvature and the peak value shifts along
the streamwise direction for higher Reynolds numbers.

5 Concluding Remarks

A computational study using the SUPG-based finite element
method was performed to determine the laminar and turbulent
flow and heat transfer characteristics in the target module of an
ADSS. Predictions were made for the velocity profile, pressure
variation, and the temperature contours of the flowing liquid metal
for the cases of a beam window under the constant temperature
condition. The situations with heat energy generation in LBE and
a constant temperature window boundary were also considered. In
the laminar case, primary vortices are formed in the smooth step,
along the guide, near the inlet. Also, secondary vortices are gen-
erated along the outer solid wall prior to convex curvature, at the
tip of the guide near to the 180 deg turn, at the stagnation zone
near the axis of symmetry and at the exit passage between the
beam window and the flow guide. The reattachment length asso-
ciated with the primary vortices decreases with an increase in
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Fig. 10 (a) Temperature contours for constant temperature
along the beam window (enlarged view of beam window) for
Re=565,380, and (b) enlarged view of the rectangular portion
shown in (a)

Reynolds number, and the secondary vortices increase in size. The
isotherms for the case of the LBE with energy generation indicate
that the effect of the energy source is diffused upstream of the
beam window until the tip of the flow guide. The computation is
extended for turbulent flows, where the recirculation regions are
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g
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Fig. 11 Nusselt number for constant window temperature

along the beam window for (a) Re=141,340, (b) Re=282,690,
and (c¢) Re=565,380
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observed only on the convex section along the flow guide down-
stream of the stagnation zone. Temperature contours reveal de-
creased diffusion of energy in the radial direction. It is evident that
for turbulent flows, the number of recirculation regions is de-
creased and the maximum heat transfer takes place downstream of
the stagnation zone where the proton beam impinges from the
opposite side. The present simulation helps in understanding the
basic convection problem. From this analysis, it is possible to find
a rational basis for the selection of a suitable target system.
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Nomenclature
Cy = skin friction coefficient
C,, = coefficients in two-equation (k-€) turbulence
model
Cie = coefficients in two-equation (k-€) turbulence
model
C,ye = coefficients in two-equation (k-€) turbulence
model
D = inlet hydraulic diameter
k, = dimensionless turbulent kinetic energy (=k/ V(z))
Nu = Nusselt number
p = dimensionless pressure (=p/pV)?)
Re = Reynolds number
§ = streamwise distance along the window
t = dimensional time

u; = dimensionless velocity components (=u;/ V)

mean inlet velocity

dimensionless coordinates along radial and

axial direction (=x;/D)

€, = dimensionless dissipation rate [=¢/(V;)3/(D)]

dimensionless temperature

[=(T-T)/(T,-T)]

v;, = dimensionless turbulent kinematic viscosity
(v/v)

Greek symbols

a;, = dimensionless thermal diffusivity (/)
7 = dimensionless time [¢/(D/V,)]
o, = coefficients used in the two (k-€) equation tur-
bulence model
o. = coefficients used in the two (k-€) equation tur-
bulence model
o, = coefficients used in wall treatment for energy
equation
A7 = dimensionless time step
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Subscripts
o = inflow condition
Superscripts
B = index for axisymmetry (=0 for planar and 1 for
axisymmetric)
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A finite volume renormalization group (RNG) k-g turbulent model
was employed to simulate an under-floor air distribution (UFAD)
system consisting of eight swirl diffusers. Mesh generation was
conducted using PRO/E and GAMBIT. Computational fluid dynamics
(CFD) results using FLUENT show both flow and thermal patterns
for an instrumented laboratory room (Building Technology
Laboratory-BTL) located at the University of Nevada Las Vegas.
Simulation results are presented using symmetrical boundary set-
tings for the BTL. Stratification heights and clear zones are dis-
cussed. The application of CFD simulation provides insightful
analyses in UFAD design and placement.

[DOL: 10.1115/1.2709974]

Keywords: finite volume, RNG k-¢ turbulent model, heat transfer,
UFAD, swirl diffusers

1 Background

Ceiling air distribution (CAD), which supplies air to and re-
moves air from conditioned spaces at ceiling levels, has been
widely used in HVAC systems. As warm air near the ceiling of a
room is introduced into conditioned air, the conditioned cool air
temperature increases as it approaches the floor level. Under-floor
air distribution (UFAD) systems are uniquely different, i.e., since
conditioned air is introduced at floor level, no warm air is induced
into the room. UFAD is more efficient than CAD for achieving the
same cooling loads. The first introduction of an UFAD system
occurred in West Germany during the 1950s to cool a computer
room. Since its first introduction, interest in it has developed over
the years as a promising technology to provide efficient cooling
and good indoor air quality [1].

The advantages of the UFAD system can be summarized as
follows [2]: (i) improved flexibility for building services; (ii) im-
proved ventilation efficiency and indoor air quality; (iii) improved
occupant comfort, productivity, and health; (iv) reduced energy
use; (v) reduced life-cycle building costs; and (vi) reduced floor-
to-ceiling height in new construction.

In order to capitalize on the advantages of UFAD, knowledge of
the characteristics of UFAD systems are needed to help guide
designers and building owners achieve a cooling system with high
energy efficiency and thermal comfort. Bauman and Webster [1]
state there is constant risk to designers and building owners in
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creating an efficient system due to the lack of objective informa-
tion and standardized design guidelines. Computational fluid dy-
namics (CFD) is a powerful tool that is now being utilized in
HVAC design studies. CFD provides fast and cost effective results
that can be compared to experimental data. Many of the better
CFD tools in use today are being used to simulate indoor air
quality (IAQ), contaminant dispersion, and the performance of
HVAC systems [3-14].

In this study, simulation results of an UFAD system containing
eight swirl diffusers have been obtained using the commercial
CFD program FLUENT. Preprocessing work was conducted using
PRO/E and GAMBIT. Numerical results show both flow and thermal
patterns for an instrumented laboratory room—the Building Tech-
nology Laboratory (BTL) at the University of Nevada Las Vegas.
The BTL facility is a unique, one-of-a-kind instrumented labora-
tory; it is especially designed for measuring the airflow character-
istics of grills, registers, diffusers, and other types of room venti-
lation. The room is 30 ft (9.14 m) (length) X22 ft (6.71 m)
(width) X 12 ft (3.66 m) (height), as shown in Fig. 1. The height
of the room is adjustable. The BTL is used to measure the quality,
efficiency, and effectiveness of different heating, ventilating, and
air conditioning system components and configurations and their
related effects on building occupants. Experimental data are cur-
rently being taken within the facility; this data will be compared
to the numerical results in a follow-up paper.

Numerical results for flow and thermal patterns within the BTL
are presented. Detailed simulation results of temperature and ve-
locity distributions at several test planes are analyzed. Compari-
sons of temperatures and velocities within the BTL are made for a
range of volume flow rates associated with eight swirl diffusers
located within the floor. Stratification heights and clear zones are
also discussed.

2 Preprocessing

Only a very limited number of papers can be found in the
literature that deal with UFAD systems and their use in HVAC. To
the best of our knowlege, no one has yet conducted a detailed
numerical simulation of swirl diffusers for use in UFAD systems.
Swirl diffuser geometry is complex, and the flow features are
difficult to simulate.

In this study, three-dimensional (3D) geometrical modeling of
the swirl diffuser was conducted using PRO/E; an IGES file was
first created. 3D meshing was achieved using the commercial
mesh generation package, GAMBIT, and accessing the IGES file as
input.

2.1 Geometry Modeling. The 3D geometry for a floor swirl
diffuser is shown in Figs. 2(a) and 2(b). The bottom part of the
swirl diffuser was simplified when input to GAMBIT for meshing.
The computational domain for the swirl diffuser includes the top
section and a short cylinder, as shown in Fig. 2(c).

The layout of the testing space BTL with eight swirl diffusers is
shown in Fig. 3. The dimensions for the test space with the swirl
diffusers were set to 30 ft (9.14 m)X20 ft (6.10 m) X9 ft
(2.74 m) with the coordinate origin in the center of the room.

2.2 Mesh Generation. The computational mesh for the BTL
swirl diffusers was constructed using hexahedral cells. Since the
room is symmetrical, only half of the BTL was discretized, utiliz-
ing symmetrical boundary conditions in the FLUENT simulation.
Mesh-independent studies were made using three separate struc-
tured meshes with densities: (i) 797,140 (ii) 1,410,338, and (iii)
1,969,442 cells and one unstructured mesh (tetrahedral) with den-
sity 1,498,064 cells—negligible differences were observed in the
results. The final mesh consisting of 797,140 cells, which is
shown in Fig. 4, was selected and deemed sufficient for the set of
the simulations.
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Fig. 1 Side-section view of the BTL (from Ref. [15])

Figure 5 shows a close-up view of the computational mesh
around a single swirl diffuser. The mesh surrounding the swirl
diffuser was refined in order to capture fast changing flow fea-
tures.

3 Numerical Simulation

Based on the supplied air volume flow rate, the airflow inside
the computational domain (which includes the BTL and swirl dif-
fusers) is turbulent. Various turbulent closure schemes exist and
are well documented in the literature. For indoor air ventilation
simulation, the two-equation k-& model is the more popular and
widely used scheme [4-14,16].

In 1995, Chen [6] compared the performance of five different
models for simulating simple indoor airflows and found that the
standard and RNG k-¢ predicted flow patterns best. As one of the
variants of the standard k-& models, the RNG model was found to
perform slightly better, especially in handling complex shear
flows involving rapid strain, moderate swirl, vortices, and locally
transitional flows [6,17], e.g., boundary layer separation, massive
separation, and vortex-shedding behind bluff bodies, stall in wide-
angle diffusers and room ventilation.

In this study, the RNG k-&¢ model was adopted. In the RNG
model, equations and coefficients are analytically derived, where
significant improvements in the & equation formulation have en-
hanced the ability of FLUENT to model highly strained flows [17].
Additional options aid in predicting swirling flows, which is es-
pecially suitable in the UFAD simulation with swirl diffusers.

The SIMPLE algorithm, which was first introduced by Pantankar
and Spalding [18] and Patankar [19] for resolving the coupling
between pressure and velocity, was employed in this study. In this
scheme, the same volume is employed for the integration of all
conservation equations; all variables were stored at the control
volume’s cell center.

A nonstaggered grid was used in the simulation, and a second-
order differencing scheme with a segregated solver were chosen.
The nonlinear governing equations were linearized using an im-
plicit technique with respect to a set of dependent variables. The
algebraic equations were solved iteratively using an additive cor-
rection multigrid method with a Gauss-Seidel relaxation proce-
dure [17].

3.1 Governing Equations. Flow is governed by the
ensemble-averaged differential equations for the conservation of
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(b)

Fig. 2 3D geometry for swirl diffuser: (a) exploded view, (b)
assembled view, and (¢) computational domain

mass, momentum, and energy. The Reynolds stresses arising from
the averaging process are modeled using the linear Boussinesq
approximations. The stresses are commonly expressed in Carte-
sian tensor notation as

gP(S k (1)

—— 1
- puiu; = 2/’«:(5:‘/'— §D6i‘> T 3PY%

where
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The conservation equations are

Continuity equation:
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Consistent with the idea of two-equation turbulence models, the
turbulent viscosity in the above equations is defined as

kZ
Mr= C/J.p; (6)

where the empirical constant C,, is usually taken to be 0.09. The
k-& equations and related closure coefficients are listed as follows:
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Fig. 6 Variation of average surface temperature versus height
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[ PR | Table 1 Comparison between manufacturer’s data and simu-
temperature: 296 297 233 280 290 291 202 203 294 205 206 297 298 299 lation results

Vertical Vertical Horizontal
Airflow projection projection spread
at 90 cfm at 150 fpm at 50 fpm at 50 fpm
(0.042 m3/s) (0.762 m/s) (0.254 m/s) (0.254 m/s)
Manufacturer 1.6 ft (049 m) 4.4 ft (1.34 m) 3.7 ft (1.13 m)
I ! l l Simulation  1.66 ft (0.51 m) 4.5 ft (137 m) 3.5 ft (1.07 m)
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C;=-0373; o,=10; o,=122;

B=0012; 7,=4.38

3.2 Numerical Procedure and Boundary Setting. Simula-
tions were made according to the same experimental conditions
(b) that are currently underway within the BTL. Inlet volume flow
) o rate for each swirl diffuser was 30 cfm (0.014 m3/s), 55 cfm
Fig. 7 Temperature and velocity distribution at Z=5 ft (1.52 m) (0.026 m3/s), and 90 cfm (0.042 m3/s). The supply air tempera-
ture was set to 285.9 K (12.75°C). The BTL permits all six walls
to be set to constant Dirichlet conditions with surface tempera-

5 7 tures at 296.9 K (23.75°C).
r\1-— &2 Different volume flow rates were adopted in the simulation.

o .
R=pC /’«ﬁ k (9)  Figure 6 shows the average surface temperature for three volume
+ B flow rates for the BTL. Volume flow rates 1, 2, and 3 correspond
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Fig. 8 Test grids in the BTL
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(0.042 m?/s). The average surface value is defined by area-
weighted average surface integration value at different height lev-
els in the room. The averaged surface temperature increases in
value as the height Y increases.

Comparing the average surface temperature distributions of the
three volume flow rates, volume flow rate 3 (90 cfm
(0.042 m?/s)) appears the best—the best cooling results are ob-
tained within the stratification height range. Therefore, all subse-
quent simulations were based on a volume flow rate of 90 cfm
(0.042 m?3/s).

There are two important regions, or zones, that develop in
UFAD systems [1]: (i) clear zone and (ii) stratification height. A
clear zone is defined as an imaginary cylinder of specified diam-
eter around the center point of the diffuser. Clear zones are gen-
erally 3—6 ft (0.91-1.83 m) in diameter. In a displacement ven-
tilation system, a horizontal interface, known as the stratification
height, can divide the room into two zones (upper and lower)
having distinct airflow conditions. The lower zone beneath the
stratification level has no recirculation and is close to displace-
ment flow. The upper zone above the stratification level is char-
acterized by recirculating flow producing a fairly well mixed re-
gion. In a properly designed displacement ventilation system, the
stratification height is maintained near the top of the occupied
zone.

Figures 7(a) and 7(b) show the temperature and velocity distri-
butions in the X-Y plane for four in-line diffusers and indicate that
the air is well mixed by the effects of the swirl diffusers. Figure
7(a) shows that the stratification height is around 6 ft, and Fig.
7(b) shows that the clear zone is about 4.2 ft (1.28 m), which are
common to UFAD systems [1,2]. At the lower height level, effects
of the swirl diffuser are significant, as the height increases above
the stratification height (for the current volume flow rate), the
stratification height is around 6 ft (1.83 m), velocities become
relatively stable and temperatures are high. Figure 7(a) indicates
that the coolest and most well-mixed air is in the region within
6 ft (1.83 m) of the floor, where people reside.

A comparison of performance data provided by the manufacture
and results from the numerical simulation are listed in Table 1.
Overall good agreement is observed.

In an effort to provide additional information for design of
UFAD systems, velocities and temperatures at a set of test points
were also investigated. The locations of the test grids in the BTL
are shown in Fig. 8. Data from test planes A, B, and D are pre-
sented, which correspond to planes at Z=-6 ft (1.83 m), —4 ft
(=1.22 m), and O ft (0 m).

Figures 9(a)-9(c) show the variation of air velocity magnitude
at the test planes as a function of height. Figure 9(a) shows that
the velocity is more uniform than velocities in Figs. 9(b) and 9(c);
this is due to the test plane being far away from the swirl diffus-
ers. Below 6 ft (1.83 m), the variation of the velocity magnitude
in Fig. 9(a) is <0.5 ft/s (0.15 m/s) while the largest variation in
Figs. 9(b) and 9(c) can reach as high as 1.25 ft/s (0.38 m/s).

Figures 10(a)-10(c) show the variation of the temperature at
the test planes as a function of height. The temperature is more
uniformly distributed in Fig. 10(a), as test plane Z=0 is furthest
from the swirl diffusers. Temperatures below 6 ft (1.83 m), the
stratification height, do not change significantly for all three test
planes. People positioned within these ranges should feel more
comfortable.

4 Conclusions

Simulation results of an UFAD system containing eight swirl
diffusers have been obtained using FLUENT, a popular finite vol-
ume commercial code, employing a RNG k-¢ turbulent model.
Utilizing symmetrical boundary conditions, only one-half of the
room containing four diffusers was modeled. Results show both
expected flow and thermal patterns for the instrumented labora-
tory room. Calculations were obtained for three volume flow
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Fig. 9 Velocity magnitude at three test planes

rates. Velocity and temperature distributions at specified test
planes were investigated.

UFAD systems are uniquely different from traditional CAD
systems: conditioned air is introduced at floor level, i.e., no warm
air is introduced into the room. In a CAD system, warm air near
the ceiling of a room is introduced into the conditioned air. The
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Fig. 10 Temperature at three test planes

stratification heights in the UFAD system indicate that most of the
conditioned air will reach those regions where occupants exist.

594 / Vol. 129, APRIL 2007

Clear zones are regions with high-velocity movement, which can
lead to human discomfort. Additional simulations and subsequent
verification studies should ultimately result in a data set that will
be useful in guiding future UFAD design and installation. The
application of FLUENT was particularly helpful in assessing the
complex flow and thermal distributions associated with swirl dif-
fusers.

Nomenclature
p = density
M = Viscosity
M, = turbulent viscosity
p = pressure
& = turbulent dissipation
C, = specific heat capacity
U = mean velocity
u' = fluctuating velocity
T = mean temperature
T' = fluctuating temperature
§ = source term
X = space
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During the casting process of green sand mold, air gaps will form
between the metal and sand mold. The air gaps will make it dif-
ficult to analyze the heat transfer at the mold/metal interface.
Generally, an interfacial heat transfer coefficient is employed to
evaluate the heat flux transferred across the air gaps. Though the
interfacial heat transfer coefficient is highly important, its value is
not easily obtained by using the direct experimental or theoretical
method. With temperature-measured data, some inverse methods
can be used to predict the coefficient. However, the latent heat
released and undercooling during the solidification of the molten
metal and the moisture of the green sand mold complicate the
associated temperature calculations. To overcome this difficulty, a
lump capacitance method is proposed in this study to calculate the
interfacial heat transfer coefficient for the casting process in
green sand mold. Thermalcouples are utilized to measure the tem-
peratures of sand mold and metal. The geometry of casting is
cylindrical and the castings are A356 alloy and Sn-20 wt. % Pb
alloy. With the predicted interfacial coefficients, the temperature
field of the metal was solved numerically. Based on the solidifica-
tion time, the numerical results are in good agreement with the
experimental ones. This verified the feasibility of the proposed
method and it can be applied in the future study or design of a
casting process. [DOI: 10.1115/1.2709975]

Keywords: interfacial heat transfer coefficient, lump capacitance
method, mold/metal interface, air gap

1 Introduction

In the beginning of the green sand mold casting, the molten
metal cools down and a thin solidified layer forms at the mold/
metal interface. As the temperature of the metal decreases, the
layer shrinks and the sand mold expands due to the heating from
the casting, which induces air gaps between the metal and the
mold. In the heat-transfer analysis, an interfacial heat transfer co-
efficient is generally used to evaluate the heat flux transferred
across the air gaps. The value of the coefficient is very important
to the casting designers and analysts [1,2] but is not easily ob-
tained. Consequently, the purpose of this study is to investigate
the interfacial heat transfer coefficient for the green sand mold
casting with a simple and feasible method.
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In an early investigation of the heat transfer between metal and
mold, Ho and Pehlke [3] first used the Beck’s nonlinear inverse
method to calculate the interfacial heat transfer coefficient. Sec-
ond, two linear transducers were employed to measure the size of
the air gap directly. According to the gap size, the heat flux across
the gap and then the interfacial heat transfer coefficient were cal-
culated by counting the effects of radiation and conduction heat
transfers. In 1985, Ho and Pehlke [4] calculated the heat flux at
the metal/mold interface by using the Beck’s method, from which
the interfacial heat transfer coefficient could be computed. Zeng
and Pehlke [5] established two models, with and without macro-
gap formation at the interface. The interfacial heat transfer coef-
ficient of not having macrogap is estimated by utilizing the calcu-
lation method of contact resistance [6], and the coefficient of
having gap is predicted by using the similar method of Ho and
Pehlke [3].

With the guessed or modified heat transfer coefficient, Nishida
et al. [7] used the explicit finite difference method to compute the
temperature distribution. The heat transfer coefficient was cor-
rected iteratively by comparing the computing temperature to the
measured one until a convergent coefficient was obtained. He also
utilized an extrapolation method to calculate the metal and mold
temperatures at the metal/mold interface from the measured tem-
peratures near the interface. With the extrapolated interface tem-
peratures, the heat flux and heat transfer coefficient were com-
puted.

In 1970, Beck [8] reported that the temperature response inside
a heated body lagged behind the temperature change at the body
surface. Accordingly, he proposed a “future temperature” concept
to solve the lagged problem involved in evaluating the surface
heat flux or the surface temperature from the internally measured
temperatures. In 1982, Beck et al. [9] used a sensitivity coefficient
to improve the accuracy and stability of the computational results.
Combined the derivative scheme with the integral one, Browne
and O’Mahoney [10] and O’Mahoney and Browne [11] developed
a new inverse method to calculate the temperatures at the metal/
mold interface and then the interface heat transfer coefficient.

Hwang et al. [12] employed two methods to calculate the inter-
facial heat transfer coefficient. In the first method, the measured
gap size was used to calculate the interfacial heat coefficient di-
rectly [3,4], whereas in the second one, Beck’s inverse method
was applied to calculate the interfacial heat coefficient from the
temperature data measured near the mold/metal interface. Narayan
Prabhu and Griffiths [13] proposed a model to compute the inter-
facial heat transfer coefficient. The model considered the effects
of both conduction and radiation, based on the roughness charac-
teristics of the casting and mold surfaces.

Kim et al. [14] computed the heat flux and the temperature of
metal/mold interface by using the Beck’s inverse method, and
then the interfacial heat transfer coefficient could be computed.
The interfacial coefficients were analyzed based on three regimes:
liquid, solidification, and solid states. The effects of the coating
applied to the mold surface were also investigated. Kobryn and
Semiatin [15] investigated the interfacial heat transfer coefficients
for the shrink-off and shrink-on casting geometries with the finite
element method and an iterative calibration-curve technique. Uti-
card et al. [16] have used the concept of lump capacitance for
computing the heat transfer coefficients between the high-
temperature liquids (NaNOs, NaCl, Na3AlF, and 2FeO-SiO,) and
the solid surfaces of Ni and Cu. However, the solidification phe-
nomenon was not involved in this work.

The discussions above have indicated that the interfacial heat
flux and heat transfer coefficient cannot be easily obtained simply
by using an experimental or theoretical method. With an inverse
method, the released latent heat, the undercooling occurred during
solidification, and the moving moisture of sand mold complicate
the calculations. Consequently, a lump capacitance method was
proposed in this paper to calculate the interfacial heat transfer
coefficients for the casting processes of A356 aluminum alloy and
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Fig. 1 Schematic illustration of temperature-measured points
used to investigate the interfacial heat transfer coefficient at
the mold/metal interface

Sn-20 wt.% Pb alloy in a green sand mold. Thermocouples are
used to measure the internal temperatures of the metal casting at
two different locations and the temperature of the sand mold at the
interface during the solidification process. To confirm the validity
of the proposed method, the value of the interfacial heat transfer
coefficient obtained for the A356 aluminum alloy was put into a
finite element commercial program, FIDAP, and the computed so-
lidification time was compared to the experimental one.

2 Experimental Method

This paper investigates the interfacial heat transfer coefficient at
the mold/metal interface in a casting process of green sand mold.
The casting is cylindrical with 15 cm in length and 4.4 cm diam.
In the casting process, molten metal was poured into the cylindri-
cal cavity of sand mold via a gate located at the center of the
cavity. The composition of the sand is Si0,-94.2%, Al,05-1.7%,
Na,0-1.6%, Ca0-0.2%, K,0-0.2%, and TiO,-0.3%. The sand
mold had a moisture content of 8% and a hardness value of 51. In
this study, the interfacial heat transfer coefficient was calculated
based on the temperature data measured in the experiment. Figure
1 shows the positions of three temperature-measured points; ¢ el
denotes the heat flux transferred from the metal to the sand mold.
T, and T, are internal temperatures within the casting that are
measured at distances from the mold/metal interface of 2 mm and
30 mm, respectively. Tpoiq and Tera are the temperatures of the
sand mold and the metal at the mold/metal interface. In practice,
embedding a thermocouple at the interface to measure 7 iS
difficult. Therefore, in this paper, it is assumed that the measured
temperature 7, located at a position very close to the mold/metal
interface, is regarded as Tyeq. The value of gy 1S unknown,
since it is not easy to measure the value by using a simple experi-
mental method. In this study, a lump capacitance method is pro-
posed to calculate g,y With the temperature data measured from
the casting experiment. AS ¢neta 1S Obtained, the heat transfer
coefficient at the interface can be computed.

3 Theoretical Aspect

3.1 Interfacial Heat Flux and Heat Transfer Coefficient.
Since the contact between the casting and the mold wall is not
perfect during the solidification process, the interfacial heat trans-
fer coefficient 4 is used to calculate ¢,e,- The present study em-
ploys two ways to calculation this coefficient:

1. The heat transfer at the mold/metal interface is assumed to
be a quasi-steady problem. Accordingly, the heat flux trans-
ferred out from the metal is equal to the heat flux entering
the sand mold, and then the interfacial heat transfer coeffi-
cient, iy, can be expressed as

G metal
h=—T"—7— 1
=7 N (1

metal — 4 mold

2. Because the thermal conductivity of sand mold is low, the
solidification process of the casting can be analogous to the
cooling of a high-temperature object in air. Therefore, the
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present study imitates the Newton’s cooling law and pro-
poses a new interfacial heat transfer coefficient, /#,, which
can be expressed as

9 metal
— 2
pe )

metal — T.

h2=

where T, represents the temperature of the sand mold at a
position far from the mold/metal interface, which can be the
room temperature [17].

3.2 Lump Capacitance Method. Since the conductivity of
metal is high, in analyzing the heat transfer of the casting process,
it can be assumed that the temperature of the metal is uniformly
distributed throughout the whole casting and varies only with
time. Consequently, the metal can be regarded as a lumped system
and with the concept of the effective specific heat, the thermal
energy variation of the system AQ from ¢ to 7+ Az can be written
as

T(t+Ar)
AQ= f pVCpltdr (3)
T(r)

where V is the volume of the casting and p is the density. Cp*'T is
the effective specific heat, which also includes the effect of latent
heat. In Eq. (3), T(¢) and T(r+AT) are taken from the temperature
data of measured point 7, (shown in Fig. 1). AQ is transferred to
the sand mold through the metal/mold interface. Accordingly,
Gmetal €N be expressed as

A
Gmetal = A_AQ[ (4)
where A is the area of the casting surface.

To specify the effective specific heat Cp®", it has three regions:
the solid, liquid, and solidification regions. In the solid region,
Cp*'=Cpy and in the liquid one, Cp*'=Cp,, where Cpg and Cp,
are the specific heats of solid and liquid, respectively. In the so-
lidification region, the Sn-20 wt.% Pb alloy has two different
stages, i.e., proeutectic and eutectic stages. The A356 aluminum
alloy also has two solidification stages, i.e., primary phase and
eutectic stages. In the solidification region, the effective specific
heat can be expressed as

eff

df.
CPeff=fsCPs+ (1 _fS)CPL_Lfd_; (5)

where fg is the solid fraction and L is the latent heat. Since the
heat transfer behavior in the eutectic region of lead-tin alloy is
similar to that of pure substance, the effective specific heat can be
written as

1Ly
c“‘:—(—ﬁ Cps+C ) 6
P =\ aptCpstCe (6)
L; = [1 - (fS)eutectic]Lf (7)

where (fg)eutectic 18 the solid fraction at the eutectic temperature.

As shown below, the methods employed to calculate the solid
fractions of the A356 aluminum alloy and the Sn-20 wt.% Pb
alloy are different.

3.2.1 356 Aluminum Alloy. The empirical formulations of fg
for these two solidification stages of A356 aluminum alloy [18]
are used and their expressions can be written as

a. Primary phase solidification
T — T "lp
fi= (—) ) (8)
TL - Teul
b pa( noT P
dTr TL - Teut (TL - Teul)
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Table 1 Thermal properties of A356 alloy

877.8 J/kg °C
1045 J/kg °C
2700 kg/m?

3,888,740 J/kg

Specific heat of solid Cpg
Specific heat of liquid Cp,
Density p

Latent heat L,

b. Eutectic solidification
T- Teul

10
Ts - Teul ( )

f\v=fp+( )"g(l—fp)

df, (1 —fg)ne< T = Toy )‘
dT— Ts_Teut T.\‘_T

eut
where T} is the liquidus temperature, 7, is the eutectic
temperature, and fp is the solid fraction of the primary
phase at the eutectic temperature, whose value is 0.551.
n, is a nonlinear factor with a value of 0.48217, and n, is
another nonlinear factor with a value of 0.09544. The
thermal properties of A356 alloy are given in Table 1

[19].

3.2.2 Sn-20 wt. % Pb Tin-Lead Alloy. During the proeutectic
stage, the equilibrium lever rule is used to calculate the solid
phase ratio, i.e.,

(11)

T-T,

ST k) (12)

s

dfs TL - TO

AT~ (T=T,/(1 = k)
where 77 is the liquidus temperature, k, is the equilibrium distri-
bution coefficient, and 7| is the melting temperature of tin. The
thermal properties of Sn-20 wt.% Pb alloy are listed in Table 2

[19].

(13)

4 Results and Discussion

In this paper, the heat transfer between the metal and the sand
mold in a casting process of green sand mold was investigated.
The results of the study can be divided into two parts: (i) the
cooling curves of the measured points in the metal and (ii) the
heat flux g and the heat transfer coefficient /4 at the metal/
mold interface.

4.1 Cooling Curves of the Measured Points in the Metal.

4.1.1 A356 Aluminum Alloy. Figure 2 presents the cooling
curves obtained at measured points T} and T, (shown in Fig. 1)
within the metal during a casting process. As shown in Fig. 2,
immediately after the molten metal is poured into the mold cavity,
the temperature descends rapidly toward the liquidus temperature
of 618°C. It can be seen that the temperature then increases
slightly, which is the recalescence phenomenon. The phenomenon
at 7, is more obvious than that at 7. This marks the onset of
primary phase solidification of A356 alloy. As the temperature
reduces to approximately 570°C, an obvious plateau is observed.
The temperature of 7, stays there for ~95 s. This stage corre-
sponds to the eutectic solidification. As the temperature reaches
the solidus temperature of 548.6°C, the solidification process is

Table 2 Thermal properties of Sn-20 wt.% Pb alloy

891.626 J/kg °C
1014.07 J/kg °C
7860 kg/m3
52,906 J/kg

Specific heat of solid Cpg
Specific heat of liquid Cp,
Density p

Latent heat L,
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Fig. 2 Cooling curves of A356 alloy measured at the locations
of x=2 mm (T;) and 30 mm (T,) from the mold/metal interface

complete. From Fig. 2, it can be found that the cooling curves of
T, and T, are broadly similar over the course of the solidification
process. This is particularly true when they are both in liquid or
solid state. The cooling trend throughout the metal is similar to
those observed at 7'} and 7,. Consequently, the present study is
justified in employing the lump capacitance method.

4.1.2 Sn-20% Pb Alloy. Figure 3 illustrates the cooling curves
of Sn-20% Pb alloy measured at 7| and 7,. This figure clearly

280 :""|""|""|""|""|""|""|"":
260
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220 | _Tz (30mm)

140 bon bbb b b by B
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Fig. 3 Cooling curves of Sn-20 wt.% Pb alloy measured at dis-
tances of x=2 mm and 30 mm from mold/metal interface
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Fig. 4 Computed interfacial heat flux and T, versus time for
A356 alloy

reveals the presence of two distinct growth stages, i.e., the proeu-
tectic and eutectic stages. When the temperature reaches a value
of ~200°C, the recalescence phenomenon occurs. This signifies
the appearance of equiaxed grains of proeutectic phase in the
melt. As the molten metal cools toward a temperature of ~183°C,
a eutectic mixture of a and S phase is generated, indicating the
stage of eutectic solidification.

4.2 Interfacial Heat Flux and Heat Transfer Coefficient. In
this study, the interfacial heat flux was calculated by using the
lump capacitance method. Figure 4 shows the heat flux and the
measured 7, varying with time for A356 aluminum alloy. Within
~20 s after pouring, the interfacial heat flux rises steeply to a very
high peak value, corresponding to the initiation of primary phase.
After ~150's, @petar reduces to a local minimum value, which
marks the completion of the primary phase solidification. As it
enters the eutectic solidification, the heat flux reaches the other
peak at 160 s. As further time elapses, the value of ¢ decays
gradually. At 400 s, the eutectic solidification stage is completed
and g e decreases to a very low value.

Figures 5 and 6 illustrate the interfacial heat transfer coeffi-
cients, hy, and, h,, varying with time. In Fig. 6, it is apparent that
the /1, curve follows the same trend as that of g e, 1.€., @ high
peak value is located at the beginning of primary phase solidifi-
cation and a second peak is at the start of eutectic solidification.
Gmetal 18 calculated based on the measured temperature of 7,. The
variation trend of Ty (=T)) is similar to that of T, and so is the
trend of Toerar— Tair (Tir=28°C). Consequently, the variation of
h, is broadly similar to that of g, However, in computing £,
Tmold 18 used instead of T, The variation trend of T4 (Fig. 7) is
different from that of 7. Therefore, the trend of /; differs slightly
from that of g Specifically, the comparison of Figs. 4 and 5
shows that the value of /; does not decrease as rapidly as e

100

S [} =]
(=] (= (=]

h (10° Wim?°C)

N
o

0
0 100 200 300 400 500 600
Time ( sec)

Fig. 5 Interfacial heat transfer coefficient h, for A356 alloy
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Fig. 6 Interfacial heat transfer coefficient h, for A356 alloy

during primary phase solidification, from 30 s to 80 s.

Figure 8 illustrates the interfacial heat flux and temperature 7,
varying with time for Sn-20%Pb alloy. After molten metal is
poured into the mold, the contact is first tight between the metal
and the mold wall, and hence, the value of g, is very large.
After ~50 s, gpe reduces to a local minimum value, where it is
the beginning of the proeutectic solidification stage. Because of
the release of latent heat in this stage, the heat flux flowing across
the interface increases and rises to a peak value at ~200 s. Sub-
sequently, the heat flux decays and after ~325 s, g reaches
another local minimum, where it corresponds to the eutectic tem-
perature of 183°C. This point marks the completion of the proeu-
tectic stage. The solidifying metal then enters the eutectic solidi-
fication stage, as indicated by the final g, peak. At ~575 s, the
eutectic solidification stage is completed. Afterward, gpew Te-
mains at a small and relatively stable value.

Figures 9 and 10 show the interfacial heat transfer coefficients,

900 T
450:_ moIdE
o ]
0 - -
— 400 [ =
o H =
g 1
¥ 350 ]
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0 200 400 600 800 1000

Time ( sec )

Fig. 7 Sand mold temperature at the metal/mold interface ver-
sus time for A356 alloy
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Fig. 8 Computed interfacial heat flux and T, versus time for
Sn-20 wt.% Pb alloy
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Fig. 9 Interfacial heat transfer coefficient h; for Sn-20 wt.%
Pb alloy

hy and h,, for the Sn-20% Pb alloy. The variation trends of these
two coefficients are similar to that of interfacial heat flux, shown
in Fig. 8. Because the pouring temperature and conductivity of the
Sn-20%Pb alloy are not high, the temperature variation of 7},1q
(Fig. 11) is not very large. Accordingly, the variation trends of A,
and h, are almost identical and are distinguished only by the fact
that i, <h; since the former is calculated on the basis of T;,.

To check the validity of the lump capacitance method, an effec-
tive Biot number is applied and it can be written as

_ (h2) aveL
k

where (h;),. is the average of &, over the whole solidification
process. L and k are the length and the thermal conductivity of the
casting, respectively. The Bi numbers for A356 and Sn-20 wt. %
Pb alloys are shown in Table 3, where it can be found that the Bi

Bi (14)

—h2

oLl S, T T
0 200 400 600 800 1000 1200

Time ( sec)
Fig. 10 Interfacial heat transfer coefficient h, for Sn-20 wt.%
Pb alloy
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Fig. 11 Sand mold temperature at the metal/mold interface for

Sn-20 wt.% Pb alloy
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Table 3 Effective Biot numbers of A356 and Sn-20 wt.% Pb
alloys

Metal A356 alloy Sn-20 wt. % Pb alloy

Bi 0.0094 0.0633

numbers are very small. Consequently, the application of the lump
capacitance method in this paper is reasonable.

4.3 Simulation by FIDAP Software. To further justify the use
of the lump capacitance method in the present study, the interfa-
cial heat transfer coefficient, 4,, of the A356 aluminum alloy was
put into a finite element commercial program FIDAP to simulate
the casting process. The solidification time of the casting at the
point 7, was measured experimentally and was then compared to
that predicted numerically. The experimental solidification time
was found to be 378 s, whereas the time calculated by the numeri-
cal simulation was 351.4 s. The relative error between these two
results is just 7%. Therefore, the feasibility of using the lump
capacitance method to calculate the interfacial heat transfer coef-
ficient is verified.

5 Conclusions

This study proposed a lump capacitance method to investigate
the heat flux and heat transfer coefficient at the metal/mold inter-
face in the green sand mold casting of A356 and Sn-20 wt.% Pb
alloys. The following conclusions can be drawn from the forego-
ing results:

1. During the solidification of the molten metal, the cooling
curves obtained at different positions within the casting are
broadly similar. The A356 and Sn-20 wt.% Pb alloys have
two solidification stages, the primary (or proeutectic) phase
and the eutectic phase, and both exhibit the recalescence
phenomenon. The release of latent heat energy during these
two stages increases the computed heat flux across the air
gap at the mold/metal interface.

2. Since the thermal conductivity and pouring temperature of
Sn-20 wt. % Pb alloy are lower than those of A356 alloy, the
variation of Ty,,q With time is less significant than that of
A356 alloy. Consequently, the variation trends of /; and &,
with time for Sn-20 wt. % Pb alloy are similar, and they are
slightly different for A356 alloy.

3. The h; and h, curves exhibit peak values, corresponding to
the release of latent heat, and troughs, corresponding to the
conclusion of the proeutectic (primary phase) or eutectic so-
lidification stages.

4. The h, curves for the A356 aluminum alloy and the
Sn-20 wt.% Pb alloy are both similar to their own ¢ee
curves. In practice, it is not easy to measure the temperature
of the mold/metal interface. The interfacial heat transfer co-
efficient A, is calculated on the basis of the room tempera-
ture rather than the sand mold temperature and therefore
provides a more convenient approach to obtain the heat
transfer coefficient.

5. The resulting Biot numbers are very small for A356 and
Sn-20 wt.% Pb alloys. With the h, data of the A356 alloy,
the numerically predicted solidification time differs from
that obtained experimentally by only 7%. These could verify
the feasibility of using the proposed lump capacitance
method to calculate the interfacial heat transfer coefficient.

Nomenclature
Cp*t = effective specific heat

Cp, = specific heat of solid
Cp; = specific heat of liquid
fs = solid fraction
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h = interfacial heat transfer coefficient
ko = equilibrium distribution coefficient
L, = latent heat
Gmetat = the heat flux transferred from the metal to the
sand mold at the mold/metal interface
T, = eutectic temperature
T; = liquidus temperature
Tola = the sand-mold temperature at the mold/metal
interface
Tretan = the metal temperature at the mold/metal
interface
Ty = melting temperature of tin
T, = the measured temperature of metal at the loca-
tion shown in Fig. 1
T, = the measured temperature of metal at the loca-
tion shown in Fig. 1
V = volume of casting
AQ = the thermal energy variation of metal from ¢ to
t+At
p = density
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Fully developed periodic boundary conditions have frequently
been employed to effect performance calculations for heat and
mass exchange devices. In this paper a method is proposed, which
is based on the use of primitive variables combined with the pre-
scription of slip values. Either pressure difference or mass flow
rate may be equivalently prescribed. Both constant wall tempera-
ture (Dirichlet) and constant heat flux (Neumann) conditions may
be considered, as well as the intermediate linear (Robin) bound-
ary condition. The example of an offset-fin plate-fin heat ex-
changer is used to illustrate the application of the procedure. The
mathematical basis by which the method may be extended to the
consideration of mass transfer problems with arbitrary boundary
conditions, and associated continuity, momentum, and species
sources and sinks is discussed. [DOI: 10.1115/1.2709976]

Keywords: computational fluid dynamics, periodic boundary
conditions, primitive variables, heat and mass transfer

Introduction

In the application of computational fluid dynamics (CFD) to the
analysis of heat and mass exchange devices, much computational
effort may be avoided by considering elements deep within the
design where the flow-field is “fully developed,” [1-3]. Let it be
assumed the domain has been tessellated with a structured mesh
with associated finite-volume equations [4],

2“NB(¢NB—¢P)+S=O (1)

where ¢=p’,u,v,w,T,m, and the compass notation [4] is em-
ployed for the neighbor values, NB=W (west), E (east), S (south),
N (north), L (low), and H (high). The source term in Eq. (1) is
frequently linearized according to

S=C(V-d¢p) (2)

where C is a source-term coefficient and V is a source-term value.
If the flow is fully developed

u(0,y,2) =u(l,y.z) A3)

p(0,y,2) = p(L.y.2) + Ap 4)

For constant heat flux, the temperature field is piecewise linear,
7(0,y,z)=T(l,y,z)+c, whereas for constant wall temperature
0(0,y,2)=0(1,y,z), where 6=(T-T,,)/(Ty-T,,), and Ty, is a refer-
ence temperature, often chosen as the bulk value. These may be
combined to obtain [5]
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7(0,y,z2) =\ T(L,y,z) + ¢, (5)

T,(0)-T,
0()— constant 7,

=\ T(O-T, (6)
1 constant ¢
T,(1=c;) constant T,
€= -1 (7)
Ty(l) = Ty(0) constant g,

Patankar Liu and Sparrow [6] transformed the state variables to
obtain a set of cyclic equations

d(x,y,2) = p(x + 1,y,2) (8)

This was achieved by defining a reduced pressure, p=p— Bx. Mur-
thy and Mathur [7] proposed a rationale whereby B is adjusted
until a desired mass flux is obtained. For constant wall flux, a

reduced temperature, T=T—yx may also be defined. The reduced-
variable approach was subsequently adopted by numerous re-
searchers, for example Patankar and Prakash [8]. The user must
introduce volumetric sources into the transformed equations, and
also modify the wall boundary conditions. For constant 7, the
nondimensional temperature, 6, is the state variable. The 6 system
of equations is, however, complex as it involves the solution for
the local reference temperature. Kelkar and Patankar [9] subse-
quently proposed a primitive-variable formulation in temperature
(only) for the constant T,, problem. The present author also

worked with primitive variables, p, T (not p, T, 6) in previous
work [5,10,11]. Periodic boundary conditions were implemented
by the addition of a slab of halo cells downstream [12-14].

Present Approach

The problem to be addressed is the means whereby periodic
boundary conditions may be reduced to cyclic conditions in the
primitive-variable formulation, without the introduction of either
transformed variables or halo cells. This is achieved by imposing
slip conditions in the x direction.

Fluid Flow. For streamwise ¥ momentum, an impulse or pres-
sure “shock™ condition is imposed

S=ApAp, )

along a single y-z plane of cells. Figure 1(a) illustrates the notion

\
Ap,
\
Periodic boundary S=A,Ap,
nx-1 \nx
/
— | | —

(@) Pressure

[
AT,
> /
§=-a\Ty S=a,AT,
nx-1 nx 1 2
\ 4
L] L] . L ]

(b) Temperature

Fig. 1 Slip boundary conditions for a staggered scheme, con-
stant wall flux
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schematically. If it is desired that the bulk velocity, u,, or Rey-
nolds number be prescribed, Ap, may be corrected according to
Ap0=Ap;+Ap(’), where Ap;; is the value at the previous iteration,
and Apg is a correction factor. Neglecting streamwise diffusion
and applying an order-of-magnitude analysis yields

AP(,) = P|140|(”() - M;) (10)

which is similar to, but simpler than that given in Ref. [7].

Heat Transfer. For the temperature field there is a slip in the
values across the boundary faces, and it is necessary to prescribe
a source/sink pair. The slip values are the differences between
actual and apparent temperatures that would arise if the field were
truly periodic. They are not necessarily equal and opposite. If the
user has access to the neighbor values, ¢yg in Eq. (1), in the CFD
solver, it is possible to directly add/subtract the AT slip values
from the neighbors, Tx and Ty,. If the user does not have access to
the solver, it is more convenient to introduce a pair of source
terms say, S=awyATy at i=1, and S=azATy at i=nx. For the con-
stant g}, (Neumann) condition, ATy =-AT,=AT,. Figure 1(b) il-
lustrates schematically the source—sink pair. Although it is pos-
sible to directly set ATy=4¢,,/nc, [6], as a fixed flux (source), the
author chooses to adjust the source term iteratively, until the up-
stream in-cell temperature reaches a desired reference value,
T((0), with

ATy=T,(0) - To(D) (11)

where Ty(l) is a fetched value, e.g., the bulk downstream value,
and T((0) is a prescribed value. This rationale works well under
most circumstances, however, situations can arise where the
choice of T((0) is not arbitrary, but is a function of the boundary
values.

For the constant 7', (Dirichlet) condition, the implementation is
similar to that in Ref. [9]. The source terms are ay[(c;—1)Ty
+cy] at i=1 and ag[(1-c|)Tg—c,] at i=nx, where Ty, is the west
neighbor at i=1 i.e., Tp at i=nx, and T is the east neighbor at i
=nx, i.e.,, Tp at i=1, and ATy# —ATy. The boundary conditions
for both Dirichlet and Neumann problems may be written as

(12)

where ¢; and ¢, are specified in Egs. (6) and (7), the subscript NB
refers to the east or west neighbor, and the linking coefficients ag
and ay must be computed by the same scheme employed in the
CFD solver.

S=xayg[(c; = DTyp +c2]

Mass Transfer. The unit cell approach has also been applied to
mass transfer problems [15-17], and may be used in heat transfer
problems with injection/suction at the boundaries, where tempera-
ture (or enthalpy) replaces mass fraction, denoted here by ¢. A
constant transformed substance state (Robin) boundary condition
is appropriate

S=nm(. - ¢,) (13)

where ¢, denotes ¢ in the transferred substance state [18,19].
Comparison of Egs. (2) and (13) reveal that if ¢,,~ ¢p, the mass
transfer problem is another instance of the linearized source term
with C=m and V= ¢.,. Differences between nodal and wall values
are easily dealt with using harmonic averaging of the coefficients;
e.g., with S=a,(¢,—dp), Eq. (2) is enumerated with C
=ma,,/ (m+a,), and V=¢,. For low Péclet numbers a,,=TA/|P
—wl|; while at high Péclet numbers both convection and diffusion
must be accommodated [17]. The constant transferred substance
state boundary condition differs from constant value or flux. How-
ever in the limit m1— 0, it reduces to a Neumann condition and in
the limit m— oo, it reduces to a Dirichlet condition. The reader
will note that the linear wall condition does not necessarily have
to assume the form, Eq. (13), but could also be expressed as

SzgooA(d)DC_ d)w) (]4)
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where g.. is a heat/mass transfer coefficient.
Equations (5)—(7) may thus be conveniently generalized for the
linear boundary condition

#(0) =c p() + ¢, (15)
_ (0) = 6,(0)

I = 8,0 1o
2= ¢o(0) = ¢ (1) (17)

The upstream wall value must be computed

_ $0(0) + B() s
(;bv\f(o) - 1 + B(l) (18)

_ $ox) — ¢, (x)

0= - 1

and it is tacitly assumed that the driving force [18,19] is cyclic,
B(1)=B(0).

For low mass flow rates, no continuity modifications are re-
quired. At higher mass flow rates, injection/suction rates have a
significant impact on the crosswise v velocity, pressure gradients,
and scalar transport, and these can be captured only by including
continuity changes. A similarity velocity profile, u(0)=cu(l), may
be presumed [17]. In the continuity/pressure—correction equation,
a mass sink equal and opposite to the source at the wall (or vice-
versa) is required, S=—pAp(c—1)u(l). In the ¥ momentum equa-
tions it is also necessary to introduce momentum slip terms, V
=+ang(c—1)ung. The equations are further complicated because
the anp coefficients include convection terms and must also be
modified. High mass transfer rate problems will be considered in
future work.

Example: Offset-Fin Heat Exchanger

The problem considered is conjugate laminar-flow heat transfer
in a three-dimensional offset-fin plate-fin heat exchanger as illus-
trated in Fig. 2. Solutions to this problem were provided in Refs.
[5,10] together with details of the geometry and fluid properties. A
domain of 21X p/2Xb was tessellated with a mesh of 56X 37
X 57 (118, 104) cells. Calculations were performed with a segre-
gated solver, staggered grid, and hybrid scheme [4], using the
CFD code PHOENICS [20]. Figure 3 shows velocity vectors for
plan and elevation views of the heat exchanger design midway
between the fins at y=p/4 and the plates at z=b/2, respectively.
Figures 4 and 5 are contours of pressure, p, and temperature, 7,

Fig. 2 Offset-fin plate-fin geometry

Transactions of the ASME
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Fig. 3 Velocity vectors (m/s) for Re=500

Fig. 4 Pressure (Pa) distribution for Re=500

Fig. 5 Temperature (°C) distribution for Re=500
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Fig. 6 Local Nusselt number for Re=500

0.0 0.5 10 15 2.0
x/1

Fig. 7 Dimensional pressure p (Pa) and temperature T (°C), as
well as reduced pressure p (Pa) and nondimensional tempera-
ture 0, for Re=500 along the symmetry line y=p/4, z=b/2

respectively, in the symmetry planes. Figure 6 shows the local
Nusselt number on the fin surface. It is a maximum at the front
center of the fin, where shear is greatest and decreases rapidly as
the boundary layer develops. Figure 7 shows a comparison of p
and T with values of p and €, computed at the end of the calcu-
lations, along the center line y=p/4, z=b/2. It can readily be seen
that these are cyclic. Overall friction and heat transfer factors
were also computed [5,10], and are compared to experimental
values in Fig. 8. It can be seen that agreement is good for friction
factor, f, with some error apparent in heat transfer factor, j, con-
sistent with values in Refs. [5,10].

Discussion and Conclusions

Periodic boundary conditions may readily be prescribed for
problems in fluid mechanics, heat, and mass transfer, in primitive
form with cyclic boundary conditions, by associating periodic
boundary conditions with the slip values, introduced as source
terms. No equation transformations or new field variables are re-
quired, and standard wall boundary conditions may readily be
employed. Either the mean pressure gradient, or the reference
velocity/flow Reynolds number may be prescribed. The method
devised to adjust the pressure jump based on a desired reference
bulk velocity or Reynolds number, Eq. (10), was found to work
well. The formulation is advantageous, not only for the constant
T, (Dirichlet) condition, but also for the generalized heat/mass
transfer (Robin) problem. Equations (15)—(19) are quite general
and can be applied to problems containing a mix of different
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O—0 Shah and London
®—#® Present work

~0.1 =001~
0.01 . 0.001
100 1000 10000

Re

Fig. 8 Friction and heat transfer factors compared with experi-
mental data

linear coefficients and values. If two or more different conditions
are prescribed on different wall sections, driving force and up-
stream wall values are simply computed individually using Egs.
(18) and (19). Thus, cell-by-cell variations in the boundary values
and coefficients across the domain may be accommodated. A
method for modifying the continuity and momentum equations for
high rates of mass transfer was detailed, and will be implemented
in the future. Although the work presented here is based on a
finite-volume method, with structured mesh and staggered veloc-
ity scheme, the technique is quite general and may be readily
extended to situations where unstructured meshes, co-located vari-
ables, and finite-element analysis techniques are used to perform
flow-field calculations.
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Nomenclature

A = area, m?

a = coefficient in finite-volume equations
B = driving force

b = heat exchanger plate width, m

C = source term coefficient
C, = specific heat, J/kg K

f = friction factor
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heat/mass transfer coefficient, W/m? K or
kg/m? s

heat transfer factor

streamwise characteristic length, pitch, m
mass flow rate, kg/s

temperature, K

heat transfer rate, W

heat flux rate, W/m?

= streamwise velocity component, m/s

= crosswise velocity component, m/s

= crosswise velocity component, m/s

= pressure, Pa, fin pitch, m

= reduced pressure, Pa

= Reynolds number

source term value

volume of cell P, m?

temperature, K

N
I

QNS L
Il

Q.
Il

reduced temperature, K

streamwise displacement component, m
crosswise displacement component, m
= crosswise displacement component, m

Greek Symbol
B = volumetric term, Pa/m
I' = exchange coefficient, kg/m s

N\<><~]>ﬂwz<<?u°'m'u§c=
Il

v = volumetric term, K/m
6 = fin thickness, m
6 = nondimensional temperature
_ - 3
p = density, kg/m
¢ = generalized state variable
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Erratum: “Thermal Conductivity of Metal-Oxide Nanofluids: Particle Size
Dependence and Effect of Laser Irradiation” and “The Role of the
Viscous Dissipation in Heated Microchannels”

[Journal of Heat Transfer, 2007, 129(3)]

The two papers entitled “Thermal Conductivity of Metal-Oxide Nanofluids: Particle Size Dependence and Effect of Laser Irradiation”

and “The Role of the Viscous Dissipation in Heated Microchannels” should have been placed under the category Micro/Nanoscale Heat
Transfer.
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