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Journal of
Heat Transfer Guest Editorial
Foreword to the Special Issue on Computational Heat Transfer
It is our great pleasure to present this Special Issue of the Jour-
al of Heat Transfer which is being published in honor of Profes-
or Suhas V. Patankar’s 65th birthday in 2006. This issue not only
ighlights Professor Patankar’s seminal contributions to computa-
ional heat transfer and fluid dynamics �CFD� research and peda-
ogy, but also gives us an opportunity to review the current status
nd future prospects of CFD.

We may argue about when CFD really began, whether it was
ith Lewis Richardson’s work on the computation of creeping
ow in 1910, or with the publication of the landmark paper by
ourant, Friedrichs, and Lewy in Mathematische Annalen in
928, or with Harlow and Fromm’s 1965 Scientific American ar-
icle, “Computer Experiments in Fluid Dynamics.” There is little
oubt though, that the last 40 years have been an exhilarating time
or CFD. Professor Patankar has been an integral part of the evo-
ution of modern CFD, and one of its most significant architects.

Professor Patankar was born on February 22, 1941 in Pune,
ndia. He obtained his B.E and M.Tech degrees from Pune Uni-
ersity. He obtained his Ph.D. from Imperial College, London in
967 under Professor Brian Spalding, marking the beginning of a
ong and fruitful collaboration. He taught at the Indian Institute of
echnology, Kanpur, from 1967 to 1970. He returned to Imperial
ollege in 1970, and working with Professor Spalding, published
series of papers, including their landmark 1972 paper describing

he SIMPLE algorithm, one of the most cited papers in the thermal-
uid sciences literature. Professor Patankar taught at the Univer-
ity of Waterloo in 1973–1974, and joined the Department of Me-
hanical Engineering at the University of Minnesota in 1974,
hich became his home for over 25 years until his retirement in
000. He founded the CFD company Innovative Research Inc. in
987, and now serves as its President.

Professor Patankar’s career spans the arc of modern CFD, from
ts modest beginnings in the 1960s, to its near-ubiquity as an
ndustrial analysis and design tool a scant 40 years later. The great

ajority of the computational work done in the 1950s and 1960s
ddressed either Euler flows or creeping flows. Professor Patan-
ar’s Ph.D. thesis on the computation of two-dimensional bound-
ry layers marks one of the earliest attempts to resolve boundary
ayer growth through the use of a flow-conforming mesh. The
eneralization of 2D boundary layer computations to three-
imensional parabolic situations necessitated the invention of the
IMPLE algorithm in 1972 to compute pressure in incompressible
ows. The remarkable computational economy afforded by
IMPLE facilitated the simulation of surprisingly complex fluid
ows through the 1970s and 1980s, despite the relative paucity of
omputer resources. Over the years, the SIMPLE algorithm and its
ariants have become the mainstay of a vast variety of elliptic
ncompressible flow calculations, and today form the core solver
ngine of most commercial finite volume CFD codes.

Another critical advance in popularizing CFD was the develop-
ent of boundary-fitted and unstructured finite volume schemes to

ddress complex geometries. The path to their development was
ot straightforward, however. Early pressure-based schemes such

s SIMPLE employed staggered storage of pressure and velocity to

ournal of Heat Transfer Copyright © 20
overcome difficulties with the occurrence of spurious pressure
modes. To translate these staggered schemes to body-fitted
meshes, grid-following co- and contravariant velocity systems had
to be used. Professor Patankar and his students, as well as other
researchers, developed this class of techniques in the early 1980s.
However, these methods were still geometrically too cumbersome,
and co-located or nonstaggered schemes were invented. Here too,
Professor Patankar and his students developed one of the earliest
co-located pressure-velocity formulations in the literature in
1980–1981, and variants and extensions of these ideas can again
be found in many commercial CFD solvers today.

Ultimately, body-fitted meshes were themselves judged too in-
flexible for commercial use, and the remarkable expansion of
CFD into the industrial arena could not occur without the devel-
opment of unstructured finite volume techniques. Here too, Pro-
fessor Patankar’s imprint is clear. In the early 1980s, he and his
students developed a class of unstructured finite volume tech-
niques combining ideas of scalar conservation with finite-
element-like shape functions. Triangular and quadrilateral ele-
ments were addressed in their early work. These techniques,
called the control-volume finite element methods �CVFEMs�, in-
spired the invention of cell-based unstructured finite volume solv-
ers in the 1980s and early 1990s, which sought to simplify the
geometric complexity of CVFEMs, and to generalize them to the
arbitrary polyhedral cells necessary for true flexibility. These ad-
vances, combined with advances in solid modeling and unstruc-
tured mesh generation, finally made CFD versatile enough for
routine industrial use.

Over the years, CFD textbooks and undergraduate and graduate
curricula were developed to support the ever-expanding need for
CFD practitioners in industry. Professor Patankar’s contributions
to CFD pedagogy are also significant. His excellence as a teacher
is legendary. His 1980 textbook, Numerical Heat Transfer and
Fluid Flow, remains to this day a model of simplicity and clarity,
and one of most coherent explications of the finite volume tech-
nique ever written.

With all the success that CFD has enjoyed, what opportunities
for future work remain? The greatest opportunities are, of course,
afforded by the continuing expansion in computational resources.
With the advent of petascale computing, many of the computa-
tional economies that drove the invention of SIMPLE and its vari-
ants may no longer be necessary. Thus, more robust �albeit more
storage-intensive� pressure-velocity coupling schemes are already
being developed and may soon become the mainstay of commer-
cial solvers. Robust handling of more challenging physics, ad-
dressing turbulence, multiphase flows, chemically reacting flows,
and other complexities, are necessary. In particular, simulation of
turbulence has been radically improved through direct numerical
simulation �DNS� and large eddy simulation �LES� of turbulence
that provide spatially- and temporally-resolved calculations of the
unsteady flowfield and do not require the modeling of the entire
spectrum of turbulent fluctuations. LES tools are now increasingly
being integrated into many commercial solvers, and it is antici-

pated that these tools will be further refined and utilized to a

APRIL 2007, Vol. 129 / 40507 by ASME
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ignificantly greater extent by industry and academia in the next
ecade. Simulation itself will become more ubiquitous, signifi-
antly more multiphysics, multiscale, and design-oriented, and
ess and less the purview of experts. These trends inevitably de-

and better quantification of error and uncertainty propagation,
nd the development of expert systems to guide users.

The special issue consists of 17 full-length papers and five tech-
ical briefs representing a spectrum of topics in CFD from new
ethodologies and model developments to applications ranging

rom nano- to macro-thermal-fluid systems. The first paper in the
ssue is a review paper by Professor Patankar’s students and as-
ociates and reviews the developments in CFD methodology, from
IMPLE-based methods to control-volume-based finite element
ethods �CVFEMs�, in which Professor Patankar had a defining

ole. The remaining papers in the issue are contributed papers that
ave all been rigorously reviewed according to the Journal Heat

ransfer standards.

06 / Vol. 129, APRIL 2007
We appreciate the overwhelming support of the heat transfer
community, and the contributions of many experts in the CFD
area that have made the special issue possible. On behalf of all the
students and associates of Professor Patankar, we would like to
thank him for introducing us to CFD and providing us the educa-
tion and training that have helped us to build our own paths in
industry or academia. We would also like to thank Professor
Jaluria and the Journal of Heat Transfer for graciously agreeing to
produce a special issue on computational heat transfer and fluids
in honor of Professor Patankar.

On the occasion of Professor Suhas Patankar’s 65th birthday,
we ask you to join us in acknowledging his seminal contributions
to CFD, and wishing him many more happy years of computing.

S. Acharya
J. Murthy

Transactions of the ASME
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Pressure-Based Finite-Volume
Methods in Computational Fluid
Dynamics
Pressure-based finite-volume techniques have emerged as the methods of choice for a
wide variety of industrial applications involving incompressible fluid flow. In this paper,
we trace the evolution of this class of solution techniques. We review the basics of the
finite-volume method, and trace its extension to unstructured meshes through the use of
cell-based and control-volume finite-element schemes. A critical component of the solu-
tion of incompressible flows is the issue of pressure-velocity storage and coupling. The
development of staggered-mesh schemes and segregated solution techniques such as the
SIMPLE algorithm are reviewed. Co-located storage schemes, which seek to replace
staggered-mesh approaches, are presented. Coupled multigrid schemes, which promise to
replace segregated-solution approaches, are discussed. Extensions of pressure-based
techniques to compressible flows are presented. Finally, the shortcomings of existing
techniques and directions for future research are discussed. �DOI: 10.1115/1.2716419�

Keywords: numerical methods, finite volume, pressure-based, fluid flow, multigrid,
incompressible, compressible
Introduction
Over the last decade, computational fluid dynamics �CFD� has

ecome a staple of industrial design and analysis. CFD analysis is
ow common in applications as diverse as automotive aerodynam-
cs and underhood cooling, chemical and materials processing,
lectronics cooling, food processing, and in the pharmaceuticals,
erospace and power generation sectors. With the widespread
vailability of inexpensive computational power, it is now routine
or the industrial design engineer to run simulations involving
illions of degrees of freedom, and to address an enormous range

f physics, including, for example, laminar and turbulent single
nd multiphase flows, rheologically complex flows, chemical re-
ctions and combustion, participating radiation, and flow and heat
ransfer in porous media. The rapid spread of CFD is all the more
mpressive because it has happened over a relatively short time
rame of about 40 years. A central element has, of course, been
he exponential increase in computer power. An equally important
lement has been the development of computational algorithms
hat could exploit this power. The seminal work of Harlow and
o-workers �1,2� in the 1950s and 1960s, the development of
ressure-based solution techniques by Patankar and Spalding �3�,
he computation of Euler flow over a complete aircraft by Jame-
on and co-workers �4�, and the emergence of computational tech-
iques for complex geometries, are important landmarks in the
evelopment of CFD as an industrial tool.

In addition to the development of modern computer-aided de-
ign software and powerful structured and unstructured mesh gen-
ration techniques, a central factor in the success of CFD has been

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 31, 2006; final manuscript

eceived January 7, 2007. Review conducted by Yogesh Jaluria.

ournal of Heat Transfer Copyright © 20
the development of robust solution kernels for incompressible
flows. Solution techniques for Euler and viscous compressible
flows, suitable for the aerospace and defense industries, had long
been the focus of CFD development. However, incompressible
flows form a large percentage of industrial flows, and efficient and
robust techniques to address them were developed through the
1960s and 1970s using pressure-based finite-volume methods. The
earliest finite-volume methods were formulated for regular
meshes �5�, and employed sequential pressure-based solution al-
gorithms, such as SIMPLE �3�. The robustness and efficiency of this
class of techniques allowed the solution of a wide variety of two-
and three-dimensional viscous flows despite relatively meager
computational resources ��6,7�, for example�. By the 1980s, ef-
forts were underway to expand the reach of finite-volume methods
to body-fitted and block-structured meshes �8–10�. Eventually,
versatile unstructured finite-volume methods were developed by
the 1990s �11–15�. Their deployment in commercial software
marked the transition of CFD from use by relatively small num-
bers of experts to widespread use by industrial analysts and de-
signers. The generalization to unstructured meshes also required a
shift away from staggered-mesh techniques �5�, which could not
easily be implemented in an unstructured framework, to co-
located and equal-order pressure-velocity storage approaches
�12,16,17�. Widespread availability of inexpensive memory also
spurred the development of fast multigrid solution techniques
�18–20� to replace low-memory sequential procedures such as
SIMPLE, and the extension and refinement of these techniques to
the unstructured framework continues apace �21�. Over the years,
extensions of pressure-based formulations to compressible flows
��22–24�, for example� and the development of auxiliary models
for heat transfer, turbulence, chemical reactions, and other phys-

ics, have broadened the application base of CFD.
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In this paper, we review the development of finite-volume tech-
iques for incompressible flows. We first present the basic finite-
olume discretization in Sec. 2. We review the development of
taggered-grid methods and sequential solution techniques such as
he SIMPLE algorithm and its variants in Sec. 3. Co-located storage
chemes are reviewed in Sec 4. Section 5 discusses finite-volume
chemes for complex geometries, and Sec. 6 reviews the exten-
ion of pressure-based methods for compressible flows. We
resent an overview of coupled solution techniques that seek to
upplant sequential procedures in Sec. 7. The paper closes with an
ssessment of the state-of-the-art, and makes some recommenda-
ions for future work.

Basic Finite-Volume Method
The basic finite-volume method begins with the generic scalar

ransport equation governing the transport of mass, momentum,
nergy, and other transported scalars �5�

�

�t
���� + � · ��V�� = � · �� � � + S� �1�

ere, � is the mass density, � the transported scalar, V the veloc-
ty vector, �� the diffusion coefficient, and S� the source term.
or simplicity, we consider a rectangular geometry, which is dis-
retized into rectangular control volumes or cells, as shown in Fig.
. The values of �, �, and �� are stored at cell centroids. Inte-
rating Eq. �1� over the control volume �V associated with cell P
nd over the time step �t in the manner described in �5� yields

����P − ����P
o

�t
�V + ��u� − �

��

�x
�

e

Ae − ��u� − �
��

�x
�

w

Aw

+ ��v� − �
��

�y
�

n

An − ��v� − �
��

�y
�

s

As = S��V �2�

ere, Ae, Aw, An, and As represent the cell-face areas in Fig. 1.
quation �2� represents the conservation of � over the control
olume P. Convective and diffusive fluxes are evaluated at the
ell-face centroids �e ,w ,n ,s�. A variety of first-order and second-
rder discretizations suitable for structured meshes have been
ublished �5,25–27� to relate cell-face values of � and its spatial
radients to the value of � at the cell centroids. Extensions to yet
igher-order schemes is possible, but would require higher-order
uadratures in making the transition from Eq. �1� to Eq. �2�. A
rst-order implicit time integration has been employed in Eq. �2�
ith unsuperscripted variables representing the current �unknown�

ime level, and the superscript “o” representing the previous time
evel; however, higher-order time stepping schemes are easily ad-

itted as well. The discretization procedure yields a set of
oupled algebraic equations relating the cell-centered value �P to

ig. 1 Control volume around P and associated nomenclature
hat of its neighbors nb �E, W, N, S in Fig. 1�. Thus
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aP�P = �
nb=E,W,N,S

anb�nb + bP �3�

The nominally linear algebraic set represented by Eq. �3� can be
solved using a variety of direct and iterative techniques, though
iterative techniques have traditionally been preferred because of
their low memory requirements and operation count. Since the
mesh in Fig. 1 admits line structure, line-based solvers such as the
line-by-line tri-diagonal matrix algorithm �LBL-TDMA� �5� are
preferred. Patankar �5� has described sequential iterative proce-
dures for solving multiple nonlinear coupled transport equations
like Eq. �1�, whereby each governing equation is discretized and
solved over the domain in turn. Such an approach is low in
memory requirements, and linear in the number of solution vari-
ables, and has formed the mainstay of many general-purpose solv-
ers. However, the loose inter-equation coupling implicit in a se-
quential procedure can lead to divergence when governing
equations are strongly dependent on each other. The coupling be-
tween the momentum and continuity equations presents a particu-
lar difficulty and may be addressed by coupled solvers such as
those described in Sec. 7.

The principle of conservation embodied in Eq. �2� can be used
not only for the rectangular control volumes shown in Fig. 1, but
for any closed volume. This idea forms the basis of unstructured
discretizations based on arbitrary polyhedra �11–15�. However, as
shown in Sec. 5, a number of scheme-specific details must be
worked out. For example, with unstructured meshes, neither the
line-based higher-order discretization schemes in �25� nor line-
based linear solvers �5� can easily be used.

3 Semi-Implicit Calculation Procedures: SIMPLE and
Variants

The incompressible continuity and momentum equations can, in
principle, be cast into the form of Eq. �1� and discretized as in
Sec. 2, with the resulting algebraic equation sets being solved
sequentially and iteratively. However, for incompressible flows, a
central problem is encountered if sequential procedures are used
�5�. If we identify the continuity equation as an equation for den-
sity, and each momentum equation as an equation for the corre-
sponding velocity, we may devise a sequential solution procedure
for their solution. However, density is constant in incompressible
flows, and cannot be used as a solution variable. Pressure, which
is the appropriate solution variable, does not appear explicitly in
the continuity equation, and is not related to density through an
equation of state. In sequential pressure-based schemes, this prob-
lem is solved by developing a pressure equation through appro-
priate manipulation of the discrete continuity equation, as dis-
cussed in this section.

Since its conception in 1972, the SIMPLE �Semi-Implicit Method
for the Pressure Linked Equations� algorithm of Patankar and
Spalding �3� has been extensively used to solve the coupled
pressure-velocity equations in incompressible flow problems.
Over the years, a number of modifications to the SIMPLE algorithm
have been proposed; the two most popular approaches with im-
proved convergence properties have been the SIMPLE-Consistent
�SIMPLEC� scheme of Van Doormaal and Raithby �28� and the
SIMPLE-Revised �SIMPLER� scheme of Patankar �5�. Issa and co-
workers have proposed the PISO �Pressure-Implicit with Splitting
of Operators� algorithm �29,30� which is a noniterative time-
marching procedure. In this section, we will briefly describe the
SIMPLE approach, and some of its variants, and point out the pros
and cons of these approaches.

3.1 Finite-Volume Discretization. The differential equations
expressing the conservation of momentum and mass are special
cases of Eq. �1�. The momentum equation may be written by
replacing � in Eq. �1� by the velocity component ui in the ith
coordinate direction. The continuity equation may be written as-

suming � to be unity �5�. Thus
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�t
��ui� + � · ��Vui� = − �p + � · �� � ui� + Sc + SPui �4�

��

�t
+ � · ��V� = 0 �5�

ere, ui represents the velocity components u and v of the veloc-
ty vector V, p is the pressure, � is the dynamic viscosity, and
Sc+SPui� is the linearized source term �5�. The pressure does not
ppear explicitly in the continuity equation, but is specified indi-
ectly through the requirement of mass conservation.

In the Patankar-Spalding method �3,5�, the finite-volume
cheme described in Sec. 2 is used to discretize the continuity and
omentum equations. In solving incompressible flow equations, a

taggered grid �Fig. 2�a�� is frequently used to eliminate the pos-
ibility of checkerboarded pressure and velocity fields �2,3�. Co-
ocated or nonstaggered storage schemes have also been devel-
ped �12,16,17� and are discussed in Sec. 4.

If a staggered-grid arrangement is used �Fig. 2�, the resulting
iscretized equations for ue and vn are

�ae + ��V/�t�ue = �
nb

anbunb + Ae�pp − pE� + Sc�V +
�o�V

�t
ue

o

�6�

�an + ��V/�t�vn = �
nb

anbvnb + An�pp − pN� + Sc�V +
�o�V

�t
vn

o

�7�

he expressions for the coefficients ae, an, and anb depend on the
hoice of the profile approximations �or differencing scheme� in
ach coordinate direction.

Equations �6� and �7� represent the finite-volume analogs of the
nsteady momentum equations; steady-state results can be ob-
ained by marching in time. If only steady-state solutions are of
nterest, it is not necessary to obtain converged results of the sys-
em of algebraic equations at each time step. Therefore, at each
ime step, the coefficients need be calculated only once, based on
he previous time step solution, and a partially converged result
or the system of equations obtained. The results approach steady-
tate values through successive time-stepping. This approach is
ermed the time-marching procedure in this section.

An alternative approach, which uses an iterative method, is to
tart with the steady-state form of Eqs. �6� and �7� and to solve
hese equations in an iterative framework using under-relaxation.
hese under-relaxed discretized equations have the form

ae�1 +
1 − �

�
�ue = �anbunb + Ae�pp − pE� + Sc�V +

1 − �

�
aeue

*

Fig. 2 Staggered grid arrangement „a… control-volume for s
volume for v
�8�

ournal of Heat Transfer
an�1 +
1 − �

�
�vn = �anbvnb + An�pp − pN� + Sc�V +

1 − �

�
anvn

*

�9�

where � is the under-relaxation factor, and ue
*, vn

* indicate results
from the previous iteration. Successive solution of Eqs. �8� and
�9�, with the coefficients updated at each iteration, results in the
steady-state solution.

In the discussion that follows, the discretized momentum equa-
tions �Eqs. �6� and �7� or Eqs. �8� and �9�� are first re-written for
convenience as

ãeue = �anbunb + Ae�pp − pE� + be �10�

ãnvn = �anbvnb + An�pp − pN� + bn �11�

3.2 SIMPLE Algorithm. For a guessed pressure field p*, the
velocities u* and v* satisfy

ãeue
* = �anbunb

* + Ae�pp
* − pE

*� + be �12�

ãnvn
* = �anbvnb

* + An�pp
* − pN

* � + bn �13�

If Eqs. �12� and �13� are subtracted from �10� and �11�, the fully
implicit velocity correction �u� ,v�� equations are obtained as

ãeue� = �anbunb� + Ae�pp� − pE�� �14�

ãnvn� = �anbvnb� + An�pp� − pN� � �15�

where

u� = u − u*, v� = v − v* and p� = p − p* �16�
In the SIMPLE algorithm, the velocity correction equations are ob-
tained by dropping the �anbunb� and �anbvnb� terms on the right
side of Eqs. �14� and �15�, resulting in

ue = ue
* + de�pp� − pE�� and vn = vn

* + dn�pp� − pN� � �17�

where

de =
Ae

ãe

and dn =
An

ãn

�18�

To obtain the discretized equation for the pressure correction,
Eq. �17� is substituted into the discretized continuity equation for
the control volume around the main grid point:

��p − �p
o��V/�t + �eueAe − �wuwAw + �nvnAn − �svsAs = 0

�19�

The resulting pressure-correction equation has the following form

ars and pressure, „b… control-volume for u, and „c… control-
cal
�see Fig. 2 for notation�
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appp� = aEpE� + aWpW� + aNpN� + aSpS� + b �20�

etailed expressions for the coefficients may be found in �5�.
quations �10�, �11�, and �20� may be solved using standard itera-

ive linear solvers, as described in Sec. 2.
The SIMPLE algorithm consists of the following steps:

1. Guess the pressure field p*.
2. Solve the momentum equations �Eqs. �12� and �13�� to ob-

tain u* and v*.
3. Solve p� equation �Eq. �20�� and update pressure by p= p*

+�pp�, where �p is an under-relaxation factor.
4. Update velocity ue and vn using the velocity-correction

equations �Eq. �17��.
5. Repeat steps 2 and 4 until convergence �each pass of this

algorithm constitutes one time step in the time-marching for-
mulation and one iteration in the iterative formulation�.

3.3 SIMPLEC Algorithm. The SIMPLEC algorithm follows the
ame general steps as the SIMPLE algorithm with the primary dif-
erence being in the formulation of the velocity-correction equa-
ion. In this approach, ue��anb is subtracted from both sides of Eq.
14� and the term �anb�unb� −ue�� on the right side of the equation is
eglected. A similar operation is performed on the v� equation.
his approximation of dropping �anb�unb� −ue�� is an improvement
ver dropping �anbunb� as in the SIMPLE method, since the differ-
nce term �unb� −ue�� is likely to be smaller than unb� alone. The
esulting velocity-correction equations have the same form as that
f Eq. �17� but with de and dn re-defined as

de =
Ae

ãe − �anb

dn =
An

ãn − �anb

�21�

he pressure-correction equation is exactly the same as that de-
cribed earlier �Eq. �20�� with the d-coefficients being computed
rom Eq. �21� rather than from Eq. �15�. The overall iterative
olution algorithm is identical to that described for SIMPLE.

3.4 SIMPLER Algorithm. In developing the SIMPLER proce-
ure, it was recognized that the pressure-correction equation in the
IMPLE algorithm, in view of the approximation that �anbunb�
�anbvnb� �0, was responsible for the slow convergence of the
ressure field. While SIMPLEC alleviated the magnitude of this ap-
roximation, the p� equation was still based on the neglect of the
anb�unb� −ue�� term. The SIMPLER algorithm derives a pressure
quation that does not require the aforementioned approximations
ade in the SIMPLE and SIMPLEC methods. This is done by first

efining pseudo-velocities ûe and v̂n as

ûe =
�anbunb + be

ãe

and v̂n =
�anbvnb + bn

ãn

�22�

hus, Eqs. �10� and �11� are re-expressed as

ue = ûe + de�pp − pE� and vn = v̂n + dn�pp − pN� �23�

here de and dn are defined by Eq. �18�. Substituting Eq. �23� into
q. �19� leads to an equation for the pressure

appp = aEpE + aWpW + aNpN + aSpS + b �24�

etailed expressions for the coefficients may be found in �5�.
quation �24� is a better approximation for the pressure p than

hat obtained from the corresponding p� equation �Eq. �20�� in the
IMPLE algorithm.

3.5 PISO Algorithm. The PISO algorithm, proposed by Issa
29�, is a time-marching procedure, with a predictor step and one
r more corrector steps during each time step. Issa et al. �30�
ecommend that the equations first be recast in an incremental
orm in order to minimize the computing effort and reduce storage
equirements. For convenience in notation, the converged solution

t the previous time step is denoted by a superscript n, while the

10 / Vol. 129, APRIL 2007
solutions at the present time step are denoted by a superscript * at
the predictor level, ** at the first corrector level, and *** at the
second corrector level.

Equation �10� can be expressed implicitly as

ãeue
* = �anbunb

* + Ae�pP
n − pE

n� + be
n �25�

and then, updated by

ãeue
** = �anbunb

* + Ae�pp
* − pE

*� + be
n �26�

Subtracting Eq. �25� from Eq. �26� gives the increment equation

ue
** = ûe + de�pp

* − pE
*� �27�

where

ûe = ue
* − de�pp

n − pE
n� �28�

and de is given by Eq. �18�. Similar equations can be derived for
uw

**, vn
**, and vs

**. Equation �25� is the velocity-predictor equation,
while Eq. �27� represents the first corrector step for velocity. Sub-
stitution of Eq. �27� into the continuity equation �19� leads to the
pressure equation, which is exactly of the same form as Eq. �24�
with the û and v̂ in the coefficients given by Eq. �28� instead of
Eq. �22�. This equation is the predictor equation for pressure.

The next set of corrector equations can be derived by express-
ing Eq. �10� as

ãeue
*** = �anbunb

** + Ae�pp
** − pE

**� + be
n �29�

and subtracting Eq. �26� from the above equation. This results in a
second corrector equation for velocity

ue
*** = ûe + de�pp

** − pE
**� �30�

where

ûe = ue
** + 	�anb�unb

** − unb
* �
/ãe − de�pp

* − pE
*� �31�

Similar equations can be derived for uw
***, vn

***, and vS
***.

To derive the pressure-corrector equation, equations of the form
�30� are substituted into the discretized continuity equation, and
again a system of equations represented by Eq. �24� is obtained.
This equation represents the pressure-corrector equation.

The PISO algorithm can be described by the following steps:

1. Using the previous time step solution �un ,vn , pn�, calculate
the coefficients of the momentum equations �such as Eq.
�25�� and solve this system of implicit equations. This rep-
resents the predictor step for velocity.

2. Using this predicted velocity, calculate coefficients of pres-
sure equation �24� and solve for the pressure field. This is
the predictor step for the pressure.

3. Correct the velocity field using the explicit equation, Eq.
�27�. This is the first corrector step for velocity.

4. Using the corrected velocities, calculate the coefficients of
the pressure equation in the corrector step and solve the
implicit system of equations to obtain an updated pressure
field.

5. Using the corrected pressure field, re-evaluate the velocity
field using the explicit equation, Eq. �30�. This is the second
corrector step for the velocity.

6. March to the next time step.

3.6 Performance Assessment. In attempting to provide an
assessment of how the various methods perform, it should be
noted that only general conclusions can be drawn based on re-
ported studies �31�, and that the quantitative performance of the
methods varies from one problem to another. In general, both
SIMPLEC and SIMPLER exhibit improved convergence characteris-
tics over SIMPLE. However, both SIMPLEC and SIMPLER show com-
parable behavior, and the work requirement per iteration or time
step is lower for SIMPLEC. The PISO algorithm exhibits good con-
vergence properties, particularly for problems where the scalar
equation is not strongly coupled with the momentum equation. As

an example of comparative performance, Fig. 3 shows a compari-
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on of the computational effort associated with SIMPLER, SIMPLEC,
nd PISO on a single processor for turbulent flow in an axisym-
etric sudden expansion geometry on a very coarse grid �for il-

ustrative purposes�. Results are shown with the schemes cast in
oth an iterative framework and a time-stepping framework. It can
learly be seen that SIMPLEC and PISO show better performance
rom a computational effort perspective. Results with SIMPLE are
ot shown since they are considerably inferior. On co-located
rids, the convergence of the continuity equation is poor for both
IMPLE and SIMPLER, which have been formulated using a correc-
ion proposed by Rhie and Chow �17�; the SIMPLEM �SIMPLE-

odified� approach of Moukalled and Acharya �32� shows im-
roved convergence. This is illustrated in Fig. 4, which shows the
omparison between SIMPLER with the Rhie and Chow correction
Fig. 4�a�� and SIMPLEM �Fig. 4�b�� for a driven cavity. If attention
s focused on the residual of the momentum equations, it can be
een that the SIMPLEM algorithm provides improved convergence

ig. 3 Comparison of SIMPLER, SIMPLEC, and PISO for turbulent
ow in a sudden expansion geometry „from Jang et al. †31‡…

Fig. 4 Comparison of „a… SIMPLER with Rhie and Cho

Re=100 „from Moukalled and Acharya †32‡…

ournal of Heat Transfer
characteristics.
In general, though there are modest differences in their perfor-

mance, the algorithms comprising the SIMPLE family perform ro-
bustly, and impose relatively low memory and computational
overhead, making them suitable solver engines for a wide variety
of industrial CFD problems. However, the performance of this
type of sequential solution procedure deteriorates when velocity
and pressure fields are tightly coupled to each other by strong
body forces, such as those resulting from rotation, swirl, or buoy-
ancy. For these, coupled multigrid solution techniques, such as
those described in Sec. 7, promise more robust performance.

4 Co-located Storage Schemes
The term “co-located” refers to methods in which both velocity

and pressure are solved for at the same set of nodes, which are
typically located at the centers of control volumes. In contrast, in
the staggered-grid formulation used in Sec. 3, pressure is stored at
the center and velocities at the faces of the control volumes.

The underlying issues behind staggered and co-located methods
can be discussed via a simple one-dimensional situation sketched
in Fig. 5. The two flow variables to be solved for are the velocity
u and pressure p. Following the widely recognized nomenclature
of �5�, point P represents a typical grid node, points E and W are
the neighbors of P, and points e and w are located on the faces of
the control volume surrounding P. The discretized momentum and
continuity equations read

aPuP = �
nb

anbunb − �VP�dp

dx
�

P

�32�

Aeue = Awuw �33�

Here, aP and anb represent discretization coefficients; Ae, Aw are
the face areas, and �VP represents the volume of the control vol-

orrection and „b… SIMPLEM for flow in a driven cavity

Fig. 5 Nomenclature for co-located storage scheme
w c
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me. Incompressible flow is assumed in the derivation of Eq. �33�
or simplicity.

As explained in �5�, two problems arise with a simple-minded
o-located approach. First, assuming linear pressure variation be-
ween nodes, Eq. �32� results in uP being driven by the pressure
ifference between alternate nodes W and E; that is, by �pW

pE�. As a consequence, since the numerical model only involves
ressure differences between alternate nodes, spurious checker-
oarded pressure fields can arise. The second problem arises from
he continuity equation. Assuming a linear variation of velocity
etween nodes �and assuming Ae=Aw for simplicity�, Eq. �33�
mplies uW=uE. Thus, the numerical model only involves velocity
ifferences between alternate nodes resulting in the possibility of
heckerboarded velocity fields.

None of the above problems arises in a staggered-grid formu-
ation, where pressure is stored at the primary nodes located at the
enter of control volume �W , P ,E�, while velocity is computed at
ontrol volume faces �w ,e�. The momentum discretization equa-
ion is now written for ue, and it involves a pressure difference
etween adjacent nodes P and E; that is, �pP− pE�. As a result,
heckerboarded pressure fields cannot arise. Furthermore, since
he continuity equation is directly applied to face velocities ue and
w without any interpolation whatsoever, checkerboarded velocity
elds cannot arise.
Due to the desirable attributes stated above, many early CFD

odes employed the staggered-grid formulation, and the method
as served us well. However, a limitation of the formulation is
hat it cannot easily be extended to general nonorthogonal curvi-
inear grids, and/or to unstructured-mesh methods, which are
eeded to handle complex geometries. As an example, consider
he control-volume finite element method �CVFEM� of �11�,
hich is described in Sec. 5. Here, for triangular elements, control
olumes are constructed by joining the centroid of the elements to
he midpoint of the sides. Clearly, for such a method, a staggered-
rid formulation would be extremely tedious �perhaps impossible�
o work out.

The above limitations of the staggered-grid approach prompted
search for co-located methods in late 1970s and early 1980s.

his effort resulted in the following formulation that is widely
sed today �12,16,17,33�. The method is briefly described below.

We re-write Eq. �32� in the following alternate form

uP = ûP − DP
u�dp

dx
�

P

�34�

here

ûP = ��
nb

anbunb�� aP DP
u =

�VP

aP
�35�

quation �34� can be generalized to the following expression

ũ = û − Du�dp

dx
� �36�

e can now talk of a velocity field ũ that is linked to the primary
elocity field u by Eq. �36� through the artifact of the field û, the
ressure gradient �dp /dx�, and the variable Du.
The basic idea behind the co-located method of �12,16,17,33�

ies in applying the continuity equation to the ũ field instead of the
rimary u field. Thus, while Eq. �32� continues to be the dis-
retized momentum equation, the continuity equation now reads

ũe = ũw �37�

here

ũe = ûe–De
u�dp

dx
�

e

ũw = ûw–Dw
u�dp

dx
�

w

�38�

he values of û and Du at the faces e and w are obtained by a
ˆ
uitable interpolation of values at the nodes �for example, ue
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= f ûP+ �1− f�ûE, where f is an interpolation factor�. However, and
this is the critical point, the pressure gradients appearing in Eq.
�38� are obtained using pressure differences between adjacent
nodes. Thus

�dp

dx
�

e

=
�pE − pP�
�xE − xP�

�dp

dx
�

w

=
�pP − pW�
�xP − xW�

�39�

Equations �37�–�39� can be combined to get the desired equation
that relates pressure at the point P to pressure at neighbors E and
W.

Due to the use of Eq. �39�, the numerical model now involves
pressure differences between adjacent nodes and hence checker-
boarded pressure fields are filtered out. Likewise, since the conti-
nuity equation �Eq. �37�� involves adjacent velocities �albeit for
the ũ field�, checkerboarded velocity fields are prevented. Thus,
we have a co-located method that is not afflicted by any of the
problems described at the beginning of this section.

The co-located method described above is also sometimes
called momentum interpolation. It has become an industry stan-
dard and is the basis of several commercial codes in use today. For
simplicity, we have limited the discussion here to a one-
dimensional situation; details of extension to multiple dimensions
in the context of finite-volume and control volume finite-element
formulations may be found in �12,16,17,33�.

Even though it is being used widely, the above co-located
method has subtle features that are not entirely desirable. It is
important that these features be understood and appropriate cau-
tion exercised by code developers and users. Two of these features
are briefly discussed below. A more detailed discussion may be
found in �16,33�.

�1� Suppose a term ��uP� is added to both the left- and right-
hand sides of the discretized momentum equation �Eq. �32��. This
operation does not alter Eq. �32� itself. However, ûP and DP

u are
modified and now read

ûP = ��uP + �
nb

anbunb�� �aP + �� DP
u =

�VP

�aP + ��
�40�

Because û and Du have changed, the ũ field that enters the conti-
nuity equation also changes. As a result, the overall numerical
model is altered and a different velocity and pressure solution
results. The fact that the addition of a term ��uP� to both sides of
Eq. �32� changes the overall solution is definitely not desirable.
For instance, the term ��uP� could be introduced to under-relax
Eq. �32�. Our final solution would then depend on the under-
relaxation factor �. A similar problem would arise if there were
momentum source terms that were linearized as �S=A+BuP�. In
this case, different solutions would result depending on the linear-
ization process used to compute A and B. Another situation to
consider is unsteady flow where a term such as ��uP� represents
the transient term with � being inversely proportional to time step
�t. As can be seen, with the above formulation, the final steady-
state solution would depend on the time step �t chosen, some-
thing that is clearly undesirable. A similar problem would arise in
parabolic flows where the fully developed solution would depend
on the marching step size.

The above difficulty is a consequence of the fact that û and Du

depend on the particular form of the momentum equation �Eq.
�32�� chosen. Fortunately, however, this also gives us a means of
circumventing the problem. For instance, just for the purpose of
defining û and Du, one may work with Eq. �32� in its nonunder-
relaxed form and shift the ��uP� term to the right-hand side. Do-
ing so would clearly evade the problems mentioned in the previ-
ous paragraph.

�2� The second difficulty with the above co-located method
stems from the fact that we are now working with two loosely
coupled velocity fields of which one �u� is driven by the momen-

˜
tum and the second �u� is driven by continuity. Consider a one-
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imensional incompressible situation in which the velocity is de-
ermined entirely by continuity. The co-located method will then
eliver the right velocity field ũ. However, there is no guarantee
hat the field u will satisfy continuity. Indeed, in the presence of an
rbitrary distribution of source terms in the momentum equation,
he u field can be at great variance from that required by continu-
ty. The severity of this problem further depends on the numerical
ormulation employed and how the source terms are discretized.
he problem is more severe in a traditional finite-volume ap-
roach because the source terms are assumed uniform over the
ontrol volumes while the pressure gradient is uniform over the
egion between the nodes. In contrast, the problem is less severe
or nonexistent� in a finite-element type formulation where uni-
orm source terms and pressure gradients are both defined over the
lements.

In summary, co-located approaches have many advantages, in-
luding extension to methods for complex geometries. However,
hey have some undesirable features, as discussed here, and the
everity of these problems depends on the details of the imple-
entation, and on whether cell-based or node-based formulations

re being used. Though some solutions to these problems have
een proposed in �16,33�, there is definitely room for further de-
elopment and improvement, and such efforts are surely welcome.

Schemes for Complex Geometries

5.1 Staggered Body-Fitted-Mesh Methods. The prediction
f fluid flow in complex geometries requires the use of boundary-
tted grids, which may be either structured or unstructured. The
se of structured body-fitted meshes allows the use of pressure-
elocity staggering, and several publications in the 1980s em-
loyed these formulations to avoid the difficulties with co-located
ormulations discussed in Sec. 4. In this section, we briefly review
hese techniques, addressing orthogonal and nonorthogonal

eshes in turn.

Orthogonal Grids. The staggered-grid method for a general or-
hogonal grid is a straightforward extension of the basic method
or standard coordinate systems �5�. The velocity components nor-
al to the control-volume faces are chosen as the dependent vari-

bles and one velocity component is stored at each face. These
elocity components do not have fixed directions. Consequently,
he corresponding momentum equations involve additional curva-
ure terms, such as Coriolis and centrifugal forces; these terms
eflect the fact that linear momentum is conserved in a straight
ine and not along a grid line. Thus, the additional features intro-
uced by a general orthogonal grid are the calculation of geomet-
ic quantities �for example, lengths, areas, and volumes� and the
omentum source terms due to grid curvature. For examples of

alculation methods based on orthogonal grids, see Pope �34�,
astogi �35�, and Raithby et al. �36�.

Nonorthogonal Grids. For many arbitrary shaped domains, the
onstruction of an orthogonal grid becomes difficult or impossible
nd a nonorthogonal grid must be used. Staggered-grid methods
or nonorthogonal grids differ primarily in the choice of the ve-
ocity components used as the dependent variables in the momen-
um equations. The available choices include the Cartesian veloc-
ty components and the grid-oriented curvilinear �covariant and
ontravariant� velocity components. For Cartesian velocity com-
onents, the momentum equations are simple; for the curvilinear
elocity components, they are quite complex and involve curva-
ure terms because the base vectors for these components do not
ave fixed directions. The expressions for the curvature terms in-
olve Christoffel symbols and can be obtained using tensor alge-
ra �for example, �37,38��. Karki and Patankar �10,39� have pro-
osed an alternative algebraic procedure based on a locally fixed
oordinate system for their evaluation. The mathematical deriva-
ion of this algebraic procedure has been given by Davidson and

edberg �40�.

ournal of Heat Transfer
Some of the early staggered-grid methods for nonorthogonal
grids were straightforward extensions of the basic method devel-
oped for the Cartesian coordinate system. These methods �for ex-
ample, �41�� store one Cartesian velocity component at a control-
volume face. Such methods are suitable only for grids that do not
deviate significantly from the reference Cartesian grid and en-
counter difficulties when the grid lines turn by 90 degrees. A more
general method can be developed by storing all Cartesian velocity
components at each face of a control volume �8�. Such a formu-
lation, however, involves extra computational effort to solve for
the additional velocity components even in the regions where the
grid is orthogonal or nearly orthogonal. In an alternative arrange-
ment �42�, all Cartesian velocity components are stored at the
centers of the control volumes and the pressures at the corners.
However, this arrangement leads to a weak coupling between the
velocity and pressure fields and also involves extra computational
effort.

The use of grid-oriented velocity components as the primary
dependent variables in the momentum equations leads to calcula-
tion methods with wider applicability. In these formulations, only
one velocity component need be stored at a control-volume face.
The preferred choices for the velocity components are the physi-
cal covariant �directed along the grid line� and contravariant �di-
rected normal to the control-volume face� components. Each
choice of velocity component offers certain advantages and dis-
advantages. For the covariant velocity component, the pressure
term involves only the pressures at the two grid points straddling
the velocity component. However, the calculation of mass fluxes
at the control-volume faces involves covariant components at the
neighboring locations and requires interpolation. For the contra-
variant velocity component, on the other hand, the pressure term
involves transverse gradients, but no interpolation is required to
calculate the mass fluxes. Thus, there is no clear advantage in
choosing one velocity component over the other, and methods
based on both components are available. For representative meth-
ods based on contravariant velocity components, see Refs.
�37,38,43–45�; for methods based on covariant components, see
Refs. �10,39,40,46�. As discussed above, the momentum equations
for grid-oriented velocity components involve curvature terms.
These terms can be calculated using either tensor algebra or a
simpler algebraic procedure proposed by Karki and Patankar
�10,39�. Among the reference methods cited here, the tensor alge-
bra approach has been used in Refs. �37,38� and the algebraic
procedure in �40,43–46�.

Although staggered-grid methods are widely used for the cal-
culation of fluid flow in complex geometries, they have certain
disadvantages. The use of staggered grids leads to tedious pro-
gramming, especially for three-dimensional geometries. The dis-
cretization of curvature terms in the momentum equations requires
that the grid be smooth. When grid-oriented velocity components
are used as the primary variables, transformation to Cartesian ve-
locity components is required to calculate auxiliary quantities
such as production terms in turbulence models or viscous terms
for non-Newtonian rheologies. Finally, the generation of good-
quality nonorthogonal grid becomes difficult for very complex
geometries. Because of these disadvantages, the use of unstruc-
tured grids is gaining popularity.

5.2 Control-Volume Finite-Element Methods. Control-
volume finite-element methods �CVFEMs� are formulated by
amalgamating and extending concepts that are native to finite-
volume methods �FVMs� and finite-element methods �FEMs�
�5,11,47,48�. Thus, CVFEMs could be regarded as FEMs based on
the subdomain-type �or control-volume-based� method of
weighted residuals, and they could also be thought of as element-
based vertex-centered FVMs �49,50�.

For CVFEMs, staggered-mesh schemes of the type discussed in
Sec. 3 are not workable. Instead, two approaches have been taken:
�i� unequal-order formulations in which a sparser grid and a

lower-order interpolation is used for pressure than that for the
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elocity components �11,47�, and �ii� the equivalent of the co-
ocated momentum-interpolation scheme described in Sec. 4
12,17,51�. Unequal-order formulations are afflicted by the fol-
owing disadvantages �49�: �i� the need to use two sets of control
olumes or elements makes the specification and calculation of
eometric information unwieldy; �ii� mass conservation is not
trictly satisfied over the momentum control volumes; and �iii�
ccurate solutions of flows involving high Reynolds numbers or
arge pressure gradients could require excessively fine grids due to
he lower-order interpolation of pressure. Thus, co-located formu-
ations based on the momentum-interpolation scheme have be-
ome the methods of choice in computational fluid dynamics, es-
ecially when unstructured grids are employed. An overview of
he typical steps involved in the formulation of CVFEMs is pre-
ented in this section in the context of a co-located, equal-order,
rimitive-variables version of the method, formulated for the so-
ution of steady, planar, two-dimensional problems involving in-
ompressible fluid flow and heat transfer.

Domain Discretization. The discretization of an irregular-
haped planar two-dimensional calculation domain is shown in
ig. 6. First, the domain is discretized into three-node triangular
lements: the solid lines and black dots show the edges and ver-
ices of such elements, respectively, in Fig. 6. The centroid of each
riangular element is then joined to the midpoints of its sides, as
hown by the dashed lines in Fig. 6. These dashed lines divide
ach triangular element into three equal areas �regardless of the
hape of the triangular element�, and, collectively, these areas
orm nonoverlapping contiguous control volumes of polygonal
ross section, each associated with a node in the finite-element
esh: the hashed regions in Fig. 6 indicate two such control vol-

mes, and the associated details are shown in Figs. 7�a� and 7�b�.
n co-located CVFEMs, the nodes are the storage locations of all
ependent variables of interest.

Integral Conservation Equations. Let J denote the flux vector
or combined diffusion and advection of a generic scalar transport
ariable �, as in Eq. �1�. Then

ig. 6 CVFEM discretization of a planar two-dimensional cal-
ulation domain

ig. 7 CVFEM grid and related nomenclature: „a… internal node

nd „b… boundary node
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J = �− ����/�x + �u��i + �− ����/�y + �v��j �41�

In this expression, i and j are unit vectors in the x and y Cartesian
coordinate directions, respectively. Cartesian velocity components
u and v are used here, in contrast to the co- and contravariant
velocity formulations discussed in Sec. 5.1.

With reference to the control volume Vi associated with any
node i, akin to those shown in Figs. 7�a� and 7�b�, and under
steady-state conditions, an integral equation expressing the con-
servation of � in the presence of diffusion, advection, and volu-
metric rate of generation �or source term� S� can be cast in the
following form �49�

�
a

o

J · nds +
o

c

J · nds −
iaoc

S�dV� + �similar contributions

from other elements associated with node i�

+ �boundary contributions, if applicable� = 0 �42�

where n is a unit vector normal to the differential length element
ds, pointing outward with respect to the control volume associated
with the node i.

Interpolation Functions. The derivation of algebraic approxi-
mations to the contributions of each element to integral conserva-
tion equations akin to Eq. �42� requires the specification of appro-
priate interpolation functions for the diffusion coefficients, mass
density, source terms, and the dependent variables. In each trian-
gular element, the values of �� and � at the centroid are assumed
to prevail over the corresponding element. The source term S� is
linearized, if required, and expressed in the following general
form �5�: S�=GS� +ES��. In each element, the nodal values of
GS� and ES� are assumed to prevail over the portions of the cor-
responding control volumes.

In the calculation of mass flow rates across the control volume
faces, the mass-conserving velocity components in the x and y
directions are denoted by um and vm, respectively, and the corre-
sponding velocity vector is given by Vm=umi+vmj. The mass-
conserving velocities are interpolated using a special momentum-
interpolation scheme borrowed from the work of Prakash and
Patankar �12�, in order to prevent spurious pressure and velocity
oscillations. Some details of this scheme are given in Sec. 4, and
additional details are available in �52�. The pressure p is interpo-
lated linearly within each element.

In the derivation of algebraic approximations to the surface
integrals of diffusion fluxes in Eq. �42�, the gradients of the de-
pendent variable inside each triangular element are approximated
using linear interpolation functions. With linear interpolation of �
and the piecewise constant �centroidal value prevailing� interpo-
lation of ��, to ensure that the algebraic approximations of the
diffusion transport terms contribute positively to the coefficients
in the discretized equations, every element must be an acute-angle
triangle �that is, each vertex angle must be �	 /2 radians�. Ven-
ditti �53� has presented a proof of this sufficient condition.

For the derivation of algebraic approximations to the surface
integrals of advection fluxes in Eq. �42�, Baliga and Patankar �11�
recommend a flow-oriented upwind scheme �FLO�, constructed
by borrowing ideas from the works of Spalding �54� and Raithby
�55�. In this scheme, � is assumed to vary exponentially in the
direction of the element-average mass-conserving velocity vector
and linearly in the direction normal to this vector. Furthermore,
when an element-based Peclet number Pe� approaches zero, this
function becomes fully linear. In problems that involve acute-
angle triangular elements and relatively modest values of Pe�, the
FLO scheme performs well and produces accurate solutions; re-
lated references are given in �49,52�. However, when large gradi-
ents of the dependent variable occur within an element or obtuse-
angle triangular elements are used in problems with large values
of Pe�, the FLO scheme can lead to undesirable negative contri-

butions of the advection transport terms to the coefficients in the
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iscretized equations. Masson et al. �56� have proposed a mass-
eighted skew upwind scheme �MAW� that overcomes this diffi-

ulty. However, this MAW scheme, which is an adaptation of the
ositive-coefficient schemes of Schneider and Raw �57� and Saa-
as and Baliga �58�, is only first-order accurate. Recently, Tran et
l. �59� have proposed a second-order extension of this MAW
cheme, but it is not bounded; with the incorporation of suitable
imiters, this scheme could prove very useful.

Discretized Equations. The discretized equations are obtained
y first deriving algebraic approximations to the element contri-
utions and the boundary contributions, if applicable, to Eq. �42�,
nd then assembling these contributions appropriately �52�. With
eference to Fig. 7�a�, such an equation for node i can be cast in
he following general form

ai
��i = �

nb

anb
� �nb + bi

� �43�

he integral momentum conservation equations are formulated in
erms of Cartesian velocity components. Except for the presence
f integrals of the pressure gradients, they are identical in form to
he integral conservation equation for �. The discretized approxi-

ations of these equations can be cast in the following forms

ai
uui = �

nb

anb
u unb + bi

u + �− ��p/�x�Vi
�Vi �44�

ai
vvi = �

nb

anb
v vnb + bi

v + �− ��p/�y�Vi
�Vi �45�

he terms ��p /�x�Vi
and ��p /�y�Vi

are volume-averaged values of
he pressure gradients in the various elements associated with
ode i, and Vi is the volume of the control volume surrounding
his node �52�. The integral mass conservation equation applied to
he control volume surrounding node i in Fig. 7�a� is obtained
rom Eq. �42� by replacing the advection-diffusion flux J by the
ass flux �Vm, and setting the source term S� to zero. An alge-

raic approximation of this equation using the momentum-
nterpolation scheme for the mass-conserving velocity compo-
ents yields the discretized equation for pressure. With reference
o node i in Fig. 7�a�, this equation can be cast in the following
orm �52�

ai
ppi = �

nb

anb
p pnb + bi

p �46�

Solution of the Discretized Equations. A sequential iterative
ariable adjustment procedure, formulated by Saabas and Baliga
58� by borrowing ideas from the SIMPLER procedure of Patankar
5�, is used to solve the nonlinear coupled sets of discretized equa-
ions for u, v, p, and �. Full details of this procedure are available
n Baliga and Atabaki �52�. In each of the overall iterations of this
rocedure, sets of linearized, decoupled, discretized equations are

Fig. 8 „a… Nomenclature for cell-bas
etry for higher-order interpolation
olved sequentially. If a structured grid is used, each of these sets

ournal of Heat Transfer
of discretized equations can be solved using an iterative line-by-
line TDMA �5�. If an unstructured grid is used, an iterative point-
by-point successive over-relaxation method can be used to solve
these equations �53�. Implementation of techniques to accelerate
the convergence of these iterative linear equation solvers is highly
recommended, especially for the solution of the discretized pres-
sure equations. In particular, the additive-correction multigrid
method with adaptive volume agglomeration proposed by Elias et
al. �60� has been found to be very useful �53�. Implementation of
coupled multigrid schemes, akin to those discussed in Sec. 7 of
this paper, would also be very useful.

In summary, a basic outline of a co-located, equal-order,
CVFEM for solving steady, planar, two-dimensional, incompress-
ible fluid flow and heat transfer problems has been presented in
this section. An adaptation of this CVFEM for the solution steady,
two-dimensional, axisymmetric problems is available in the work
of Masson and Baliga �56�.

Examples of the applications of the aforementioned steady,
two-dimensional CVFEMs to a variety of test problems are avail-
able in the works of Baliga and Patankar �11�, Prakash and Patan-
kar �12�, and Masson and Baliga �56,61�. Unstructured-grid,
h-adaptive versions of these methods and their application to test
problems are discussed in the work of Venditti �53�. Three-
dimensional CVFEMs based on tetrahedral elements and ex-
amples of their applications to test problems are available in the
works of LeDain-Muir and Baliga �62�, Saabas and Baliga �58�,
and Costa et al. �63�. Examples of CVFEMs for the prediction of
unsteady fluid flow and their applications to test problems involv-
ing gas-solid particle flows over a wide range of concentration are
available in the work of Masson and Baliga �61�. A second-order
MAW scheme implemented in a two-dimensional CVFEM and its
application to test problems are discussed in the recent work of
Tran et al. �59�. As was mentioned earlier, this second-order
MAW scheme seems very promising, but recent tests with it have
shown that it is not bounded. An extension of this MAW scheme
to three-dimensional formulations, along with suitable limiters �to
ensure that it is bounded�, would greatly enhance the usefulness of
CVFEMs.

5.3 Cell-Based Finite-Volume Methods. In contrast to
CVFEMs, cell-based finite-volume schemes enforce the conserva-
tion principle on the element itself �referred to as a cell�, rather
than on a control volume constructed around the vertices, such as
in Fig. 7�a� �14,15,64,65�. In a cell-based formulation, the domain
is discretized into arbitrary unstructured convex polyhedral cells,
as shown in Fig. 8�a�. General nonconformal interfaces, such as
the face abc are admitted automatically by considering the cell C1
to be four-sided. In addition, hybrid meshes composed of cells
with different shapes are admitted. This generality in cell shape is
achieved by eschewing finite-element like shape functions for in-

finite volume scheme and „b… geom-
ed
terpolation. The solution variable �, as well as � and �� in Eq. �1�
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re stored at the cell centroid.
Integrating Eq. �1� over the control volume C0 in Fig. 8�a�,

ields the cell-balance equation

� �

�t
�����

0
�V0 + �

f

Ff� f = �
f

Df + S��V0 �47�

ere, Ff is the mass flow rate out of the cell C0 across face f , �V0
s the volume of the cell C0, and Df is the diffusive transport
hrough the face f into the cell C0. The unsteady and source terms
re dealt with in the manner described in �64�. We turn now to the
iffusion and convection terms.

Diffusion Term. The diffusion term at the face is given by

Df = ��f � � · A �48�

ere, A is the outward-pointing area vector for the face f in Fig.
�a�, and ��f is the diffusion coefficient evaluated at the face f . In
he absence of element-based shape functions, in order to write an
mplicit discretization of Eq. �48� in terms of the cell values �0
nd �1 in Fig. 8�a�, the diffusion term is written as �64�

Df = ��f

��1 − �0�
ds

A · A

A · es
+ Sf

Sf = ��f��̄� · A–�̄� · es
A · A

A · es
� �49�

ere, �̄� is the average gradient of � at the face, and is taken as
he arithmetic average of the gradient in the cells C0 and C1. The
iffusion term Df is seen to consist of two terms: the primary
erm, represented by the first term in the Df expression and the
econdary gradient term, Sf. For orthogonal meshes A and es are
arallel to each other �see Fig. 8�a��, and the secondary term goes
o zero. The primary term is treated implicitly in terms of the
ell-centroid values �0 and �1, and contributes to the coefficient
atrix in the discrete equations, while the secondary gradient term

s treated explicitly. If a general cell-shape-independent way can
e found to evaluate the cell gradient ��, a powerful technique
or complex geometries may be devised.

Convective Term. The convective term in Eq. �47� requires the
valuation of the face value � f at the face f in Fig. 8�a�. A simple
rst-order upwind approximation to it may be found using

� f = �0 if Ff 
 0

� f = �1 if Ff � 0 �50�

ere, Ff is the mass flow rate out of cell C0 through face f .
igher-order schemes for the face value may be found using, for

xample, upwind approximations such as �64�

� f = �0 + ����0 · �r0 �51�

he vector �r0 is shown in Fig. 8�b�; Eq. �51� assumes that cell
0 is the upwind cell. The gradient in cell C0, i.e., ����0, may be

imited using standard limiters to prevent overshoots and under-
hoots �66�. It is important to note that line-based higher-order
chemes, such as that in �25�, cannot easily be applied. The de-
elopment of higher-order schemes for unstructured meshes re-
ains an active area of research.

Gradient Calculation. Cell gradients of � are necessary to
valuate the secondary gradient Sf in Eq. �49�, and also to devise
igher-order convection schemes. Cell-based finite-volume
chemes are distinguished from CVFEMs in that the cell gradient
���0 is not found from element-based shape functions, which are
ypically specific to particular element shapes, and are not easily
eneralizable to arbitrary polyhedra. Instead, cell-based schemes
ave employed either a gradient-theorem approach or a least-

quares approach for finding ����0 �66�. In the least-squares ap-
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proach, the gradient at the cell centroid is evaluated such that it
reconstructs the solution in the neighborhood of the cell in a least-
squares sense. For example, for cell C0 in Fig. 9, we wish to find
a gradient ����0 such that it reconstructs the cell-centroid value at
each of the neighboring cells Cj �j=1,2 ,3 ,4�. By assuming a
locally linear variation of �, we may write

�0 + ����0 · �r j = � j �52�
The unknowns in 2D are the two components of the gradient:
��� /�x�0 and ��� /�y�0. However, the number of available equa-
tions is greater than 2, since an equation similar to Eq. �52� may
be written for all neighbors j in Fig. 9, leading to an over-
determined system. Physically, this means that a single linear pro-
file cannot exactly reconstruct all neighboring cell values j. In-
stead, we use a least-squares procedure that finds ��� /�x�0 and
��� /�y�0 such that the root mean square value of the difference
between the reconstructed and actual neighbor values is mini-
mized, that is, we minimize the residual R defined as

R = �
j

Rj Rj = �xj� ��

�x
�

0
+ �yj� ��

�y
�

0
− �� j − �0� �53�

This technique poses no restrictions on cell shape or connectivity.

Solution of Discrete Equations. As with CVFEMs, the discrete
equation set resulting from cell-based finite-volume schemes is
sparse and unstructured, and line-based solution techniques cannot
be used. Algebraic multigrid methods have been devised for the
solution of linear unstructured algebraic sets, and by using intel-
ligent agglomeration schemes, have been shown to work well for
a variety of problems, including those with high degrees of geo-
metric anisotropy, as well as anisotropy in fluid properties �67�.
Gradient-search techniques, such as the preconditioned conjugate
gradient method, have also been found to work well for these
unstructured systems �68–70�.

Computation of Fluid Flow. Unlike finite-volume schemes for
structured meshes, staggered storage of pressure and velocity is
not tenable; furthermore, unequal-order storage and interpolation
is also not easily done with cell-based finite-volume schemes.
Thus, co-located storage schemes, which store pressure and veloc-
ity at cell-centroids, are the only viable option. As with CVFEMs,
Cartesian velocity components are the primary solution variables.
Extensions of �17� to cell-based unstructured schemes have been
published in �15� and form the basis of a number of commercial
solvers. The shortcomings of co-located schemes discussed in
Sec. 4 also apply here, and further research in this area is
warranted.

In summary, cell-based finite-volume schemes enforce conser-

Fig. 9 Nomenclature for least-squares interpolation to find
cell gradients in cell-based finite volume scheme
vation on the element or cell directly, rather than on auxiliary
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ontrol volumes constructed around element vertices. Because
are is taken to devise discretization and gradient calculation pro-
edures that are independent of cell shape, great geometric flex-
bility results. Thus, nonconformal meshes, with non-coincident
ertices such as that in Fig. 8�a�, are easily admitted. This allows
ot only for hanging-node mesh adaptation, but also the compu-
ation of flows involving sliding meshes, such as those occurring
uring rotor-stator interaction. It also eases the task of mesh gen-
ration by allowing the user to create nonconformal mesh blocks.

As an illustration, laminar natural convection around a hot cyl-
nder located in a square box is shown in Fig. 10 �15�. A hybrid

esh of triangles and quadrilaterals adapted to the rising plume is
hown on the left half of Fig. 10; typical streamlines are shown on
he right half. Fig. 11�a� shows the cold �vertical� wall Nusselt
umber. Fig. 11�b� shows the Nusselt number on the hot cylinder,
ith � being angle measured from the stagnation point. The com-
arison in Fig. 11 is with the benchmark solution of Demirdzic et
l. �71�; good agreement is found despite the use of a coarser
esh. Applications of cell-based finite-volume schemes to com-

ustion, radiation and other physics are now ubiquitous, and some
xamples may be found in �72,73�. Nevertheless, fruitful areas for
uture research remain. The development of robust higher-order
chemes, fast and robust coupled solvers of the type discussed in
ec. 7, efficient linear solvers, as well as more accurate co-located
chemes, all remain open areas for research.

Pressure-Based Methods for Compressible Flow
So far, we have focused on pressure-based methods for predict-

ng incompressible flows. In this section, we discuss the extension
f these methods to compressible flows. Traditional numerical
ethods �74–78� for compressible flows regard density as the

ependent variable of the continuity equation and extract pressure
rom density via an equation of state. These density-based meth-
ds become inaccurate and inefficient at low Mach numbers,
here density is a weak function of pressure. They are not appli-

able to incompressible flows unless ideas such as preconditioning
77� are introduced. Pressure-based methods, in which pressure is
he primary variable and density is obtained from the equation of
tate, do not have any such limitations and are uniformly valid for
ncompressible and compressible flows, including those with
hocks. Consequently, there is great interest in developing
ressure-based methods that work across the range of Mach num-
ers.

To formulate pressure-based methods for compressible flows, it
s instructive to analyze the role of pressure. In incompressible
ows, density is independent of pressure, and pressure influences
nly the velocities, through the momentum equations. In this
imit, the continuity equation represents a constraint equation for

ig. 10 Hybrid mesh adapted to velocity magnitude „left…, and
treamlines „right… for laminar natural convection over a hot
ylinder located in a square box
alculating pressure: when the correct pressure distribution is sub-

ournal of Heat Transfer
stituted in the momentum equations, the resulting velocities sat-
isfy the mass conservation. For highly compressible flows, on the
other hand, velocity is nearly independent of pressure, and pres-
sure influences only the density, through the equation of state.
Now the continuity equation can be considered as the equation for
density. In a unified treatment that bridges these two limiting
cases, pressure must be allowed to play a dual role: it should
influence both density and velocities. In addition, the continuity
equation should be interpreted as a constraint for calculating pres-
sure. The correct pressure field is the one that produces velocities
and densities that together satisfy mass conservation.

The governing equations for compressible flows are the conti-
nuity equation, the momentum equations, and the energy equation,
supplemented by an equation of state. The treatment of the mo-
mentum and energy equations is identical to the procedure pre-
sented in Secs. 2 and 3 in the context of incompressible flows and
is not repeated here. The pressure or pressure-correction equa-
tions, however, must be modified. These details are presented
next.

Pressure-Correction Equation for Compressible Flows. The
pressure-correction equation is derived for a steady, two-
dimensional situation by using a grid in the Cartesian coordinate
system, as shown in Fig. 1. The formulation is valid for both

Fig. 11 Nusselt number along „a… cold wall, and „b… hot wall
„Rayleigh number=106 and Prandtl number=0.1… †15‡, and com-
parison with benchmark solution of Demirdzic et al. †71‡
staggered and nonstaggered �or co-located� grid arrangements and
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an easily be extended to complex geometries.
The discretized continuity equation for the control volume

round grid point P is given by

���u�eAe − ��u�wAw� + ����nAn − ���sAs� = 0 �54�

o proceed further, two important issues must be addressed: lin-
arization of the mass flux terms and the value of density at a
ontrol-volume face �density interpolation�.

Linearization of the Mass Flux Terms. For a linearization to be
pplicable to both incompressible and compressible flows, it must
llow both velocity and density to play an active role. This is
ccomplished by linearizing the mass flux ��u� as follows
5,22–24,39�

�u = ��u�* + �*u� + ��u* �55�

here the second-order term ��u� has been neglected. In the
bove equation, the starred quantities denote the currently avail-
ble values and the primed quantities are the changes caused by a
hange in pressure.

To obtain an equation in terms of a pressure correction, the
hanges in velocity and density are related to the change in pres-
ure via a truncated form of the momentum equation �similar to
hat used for incompressible flows� and the equation of state, re-
pectively. The velocity corrections are related to the pressure
orrections via relations such as

ue� = de�pP� − pE�� �56�

he density correction is related to the pressure correction as

�� = Kp� �57�

here

K =
��

�p
�58�

he quantity K represents a measure of the influence of pressure
n density and is calculated from the equation of state. Its value
epends on the process �for example, isentropic or isothermal�
ssumed in evaluating the partial derivative in Eq. �58�. The
hoice of K does not affect the final results; it only influences the
pproach to convergence. For incompressible flows, density is in-
ependent of pressure, and thus, K=0.

By combining Eqs. �55�–�57�, we get the following expression
or ��u�e

��u�e = ��u�e
* + �e

*de�pP� − pE�� + ue
*�e� �59�

Density Interpolation. Equation �59� involves density and den-
ity correction at the control-volume face. These quantities must
e interpolated from their grid-point values. The density interpo-
ation scheme must satisfy two important requirements:

�a� In conjunction with the differencing scheme for the pres-
sure gradient term, it should lead to a pressure or
pressure-correction equation that exhibits the correct
Mach number dependence: the character of the equation
should be elliptic for subsonic flows and hyperbolic for
supersonic flows.

�b� It should provide for a smooth transition from subsonic to
supersonic flows.

In compressible flows the continuity equation acts as a transport
quation for density. Thus, the interpolation schemes for the de-
endent variable in a general convection-diffusion equation �Eq.
1�� are also applicable for density, but with the Mach number
aking the role of the Peclet number. The simplest, and most ro-
ust, choice is to take the face value of density as the value at the
pstream grid point �5,22–24,39�. Thus, assuming ue�0, we have
�e = �P

18 / Vol. 129, APRIL 2007
�e� = �P� = KPpP� �60�

Now the equation for ��u�e can be written as

��u�e = ��u�e
* + �P

* de�pP� − pE�� + ue
*KPpP� �61�

This expression contains a diffusion-like term �that involving de�
and a convection term �that involving ue�. It is instructive to ex-
amine the ratio of the coefficients of the diffusion and convection
terms in Eq. �61�

�Pde

ueKP
� M−2 �62�

The ratio ��Pde /ueKP� is proportional to the inverse of the square
of Mach number M. At low Mach numbers, the diffusion term is
dominant, and the mass flux is controlled by the pressure differ-
ence across the control-volume face. As the Mach number in-
creases, the convection term becomes progressively more domi-
nant, and the mass flux is controlled increasingly by the upstream
pressure. Thus, the resulting pressure or pressure-correction equa-
tion exhibits the correct Mach number dependence, with a smooth
transition between the subsonic and supersonic regimes.

Although the use of the upwind scheme for density interpola-
tion leads to a robust formulation, it introduces excessive numeri-
cal diffusion and leads to smearing of shock waves. Solution ac-
curacy can be improved by using high-resolution schemes for
interpolating density �see �79,80�, for example�.

If we substitute expressions such as Eq. �61� for mass fluxes in
Eq. �54�, we obtain the following pressure-correction equation

aPpP� = aEpE� + aWpW� + aNpN� + aSpS� + b �63�

where

aE = Ae��e
*de + max�− ue

*,0�KE� �64a�

aW = Aw��w
* dw + max�uw

* ,0�KW� �64b�

aN = An��n
*dn + max�− n

*,0�KN� �64c�

aS = As��s
*ds + max�s

*,0�KS� �64d�

aP = Ae��e
*de + max�ue

*,0�KP� + Aw��w
* dw + max�− uw

* ,0�KP�

+ An��n
*dn + max�n

*,0�KP� + As��s
*ds + max�− s

*,0�KP�
�64e�

b = ��u�w
* Aw − ��u�e

*Ae + ���s
*As − ���n

*An �64f�

The appearance of the compressible form of the pressure-
correction equation is identical to that of its incompressible coun-
terpart �5�. There are, however, important differences. The dis-
cretization coefficients now have both diffusive and convective
parts, and the central coefficient aP is no longer the sum of the
neighboring coefficients. Because of the latter property, pressure
is not a relative variable in compressible flows; its absolute levels
are fixed by boundary conditions. �Note that, for K=0, this equa-
tion reverts to the incompressible pressure-correction equation.�

The solution algorithms for incompressible flows, presented in
earlier sections, can be extended to compressible flows by replac-
ing the incompressible pressure-correction equation by its com-
pressible counterpart. The pressure corrections are now used to
correct densities, in addition to pressures and velocities. In algo-
rithms that involve multiple pressure or pressure-correction equa-
tions, the pressure corrections used to correct pressures are also
used to correct densities �10,39�.

So far, for simplicity, we have formulated the compressible
pressure-correction method using a Cartesian grid. The basic pro-
cedure, however, is equally applicable to complex �structured and
unstructured� grids �for example, �10,39,79–87��. Furthermore, it

can easily be extended to control-volume-based finite-elements
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ethods �88,89�.
In the above formulation, the density and velocity are taken as

ndependent variables, and the density correction leads to the con-
ection terms in the pressure-correction equation. In an alternative
pproach �90,91�, the composite variable ��u�, which represents
omentum per unit volume, is taken as the dependent variable.
he resulting pressure-correction equation contains only diffusive

erms; consequently, it remains elliptic at all speeds and does not
xhibit hyperbolic behavior at high Mach numbers. To remedy
his defect, the hyperbolic nature of the flow is simulated by using

retarded pressure or density, an approach that was originally
roposed for solution of the transonic potential flow equation
92,93�. The specification of boundary conditions in compressible
ows depends on the local Mach number. For complete details,
ee Karki �39� and Ferziger and Peric �94�.

Acceleration of Pressure-Based Schemes Using Mul-
igrid Techniques

7.1 Motivation. The above-described SIMPLE and its variants
ere all originally based on a single-grid solution concept. The
se of a single grid to solve the governing flow equations is well
stablished. It is flexible, robust, and convenient. However, a pri-
ary difficulty with single-grid procedures is their rate of conver-

ence. The rate of convergence of single-grid schemes is accept-
ble when very coarse grids are used to discretize the governing
quations. Such was the case in the early days of CFD, when
vailable computer memory prohibited the use of fine grids,
hether using density-based or pressure-based techniques. How-

ver, computational fluid dynamics has now progressed from the
demonstration of ability” phase to the “practical use” phase in
hich accurate answers are required. Hence, in industry, the cur-

ent state of art is to use very fine grids in order to accurately
epresent the geometry as well as to reduce discretization errors. It
s not uncommon nowadays to use grids that may consist of
1–10��106 finite-volumes to represent the flow domain. In such
ases, the SIMPLE algorithm and its variants often fail to converge
apidly. Even with the advent of parallel computers of teraflop
peed, the design cycle time is considered untenably long.

The convergence of the SIMPLE algorithm can be accelerated in
number of ways. These include a better formulation of the

ressure-correction scheme, a more efficient solution of the linear
quations of momentum and pressure/pressure-correction, and
reatment of the inter-equation coupling such as among the turbu-
ence, chemical species, and momentum/continuity equations. The
ntire set of equations is highly nonlinear and coupled. Any one of
he equations can slow down the convergence of the entire set.
ence, all couplings and nonlinearities must be carefully resolved
efore fast convergence to high accuracy is achieved.

For quite some time, multigrid methods �95–99� have been
emonstrated to be among the fastest converging solvers for a set
f linear equations. In a number of works �for example,
100,102,103�, the multigrid procedure has been demonstrated to
ccelerate the convergence of the SIMPLE algorithm and its vari-
nts. While the demonstrations have been done primarily in rela-
ively simple flows �model problems�, there is potential in the
oncept to be applied to complex industrial flows. When devel-
ped, such a procedure can provide high-fidelity solutions to
any industrial flows in optimal computer times. It is expected

hat reductions of CPU time by a factor of 5–10 can be achieved
ver current commercial software. We provide here some details
f such a possibility, and also review previous works.

7.2 Overview of Multigrid Techniques. The motivation for
ultigrid methods stems from the poor rate of convergence of

raditional iterative solvers for the low-frequency components of
he error. In the initial iterations, the high-frequency components
f the error decrease rapidly, providing a fast rate of convergence.
owever, the remaining error is “smooth,” that is, of low fre-

uency. Multigrid techniques are based on the premise that such

ournal of Heat Transfer
slowly convergent errors can be made to converge fast by elimi-
nating them on coarser grids. Hence, the concept in multigrid
methods is to detect the poor rate of convergence and then inter-
polate low-frequency errors to a coarse grid. The errors are then
resolved on the coarse grid using the same �or a similar� discreti-
zation operator. The corrections obtained are subsequently inter-
polated back to the finer grid to correct the fine-grid solution
previously computed. The solution on the finer grid is further
iterated to remove newly created high-frequency errors. A similar
procedure can be followed for multiple coarse grids when the
finest grid contains a large number of nodes/elements. The coars-
est grid must be small enough that a direct solver can be used
inexpensively.

The three main components in a multigrid procedure are the
solution scheme �called the relaxation scheme�, interpolation pro-
cedures called restriction and prolongation, and the cycling pro-
cedure, which decides the manner in which the grids are visited.
When nonlinear equations are encountered, a variant of the cor-
rection scheme called the full approximation scheme, which
works with the solution rather than the corrections is more appro-
priate �104,105�. When these are combined in an ideal multigrid
procedure, grid-independent convergence rates are achieved. The
total work count can be made to vary as O�N�. Therefore, multi-
grid methods are very attractive for solving practical fluid flow,
heat and mass transfer problems.

7.3 Previous Works With Multigrid Pressure-Based
Solvers. Several researchers have previously attempted to en-
hance the SIMPLE algorithm with the multigrid technique. These
include Sivaloganathan and Shaw �100�, Shyy et al. �101�, Hort-
mann et al. �102�, Smith et al. �20�, and Lange et al. �103�. The
principal components of all these procedures are similar. The dif-
ferences stem from the details in the use of the multigrid cycling
scheme, the variant of the SIMPLE algorithm and the problems
studied. In a series of works, Vanka and co-workers
�18,19,106–108� used a relaxation procedure called the symmetric
coupled Gauss-Seidel scheme, the origins of which can be traced
to the simultaneous variable adjustment procedure �109� devel-
oped at Imperial College, London, prior to the SIMPLE algorithm.
The coupled solver avoids the use of the pressure/pressure-
correction equation as it solves the continuity equation in its
primitive form �Eq. �19��. The coupled concept can also be used
along a line �110� and in conjunction with the multigrid idea. The
coupled procedure is a factor of 2 or so faster than the decoupled
�i.e., sequential� procedure. However, when more complex linear
solvers are used, decoupled whole-field solvers are found to per-
form better.

For complex geometries, multigrid implementations of both
staggered and co-located �see Sec. 4� versions of the SIMPLE algo-
rithm have been published �111,112� using grid-following co- and
contravariant velocities as dependent variables. For unstructured
grids, Jyotsna and Vanka �113� implemented a multigrid proce-
dure based on the control-volume finite-element method
�CVFEM� ��11,12�; see Sec. 5�. They demonstrated a significant
acceleration over the single-grid algorithm for driven cavity flows
in square, semi-circular, and triangular cavities.

Multigrid versions of coupled and decoupled �sequential� solv-
ers have also been developed for turbulent and reacting flows
�114,115�. However, success in such extensions has not been as
expected. The coupling of turbulence equations with the momen-
tum and continuity equations on the coarser grids has not been
entirely successful. One approach followed is the solution of the
turbulence equations only on the finest grid and restricting the
turbulent viscosity to the coarser grids. However, such a strategy
did not give the expected grid-independent rate of convergence,
but was still faster than decoupled strategies. Similarly, the equa-
tions for species transport with chemical reactions had to be
solved only on the finest grid. Only the density was restricted to

coarser grids. The procedure was applied to the study of flow in a
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amjet combustor by Vanka et al. �116�.
Table 1 shows a performance comparison of segregated single-

rid and segregated multigrid solvers for cold and hot gas jet
mpingement in laminar and turbulent flows �117�. Table 2 com-
ares the performance of a coupled solution procedure imple-
ented using both single- and multigrid frameworks for laminar

nd turbulent dilution jet flows; details may be found in �117�.
cceleration due to the use of the multigrid procedure is clearly

vident.

7.4 Future Prospects. In order to accelerate practical flows
sing multigrid techniques, several advances need to be made. It
s now accepted in the CFD community that unstructured grids
rovide the highest flexibility and ease of representing a practical
ow. Furthermore, the grid system should not have any con-
traints of being nested in a hierarchical series. Hence, for a gen-
ral purpose problem, the finest grid that is suited to the problem
ust be first determined. All boundary conditions must be pre-

cribed on this grid, which should then be coarsened progres-
ively. The concept best suited for this is agglomeration
118–120�. An agglomeration-based procedure consists of com-
ining several cells around a vertex to make a macro-cell. A con-
istent multigrid sequence can then be constructed for visiting
uch macro-cells and resolving the low-frequency errors. Koobus
t al. �118� first proposed the agglomeration multigrid algorithm
or the Euler equations. A finite-volume cell-vertex method was
eveloped and demonstrated for flow over an airfoil. However, for
iscous terms involving second derivatives, it is necessary to scale
he fluxes by a ratio representing the characteristic length scales.

avriplis and colleagues �119,120� have developed several prac-
ices to accelerate compressible flow solvers for external aerody-
amic flows. Both Euler and Navier-Stokes equations were con-
idered. For thin boundary layers, directional agglomeration
121�, which is analogous to semi-coarsening, was developed to
referentially coarsen in directions normal to the boundary layers.
ecently, Lambropoulos et al. �122� used a Jacobian-based time-
arching scheme for unstructured grids and accelerated it through

gglomeration multigrid and parallel processing. All the above
orks were limited to high-speed flows for which a density-based
ethod with time-marching was used in conjunction with agglom-

ration multigrid acceleration. However, no previous works have
ddressed the pressure-based approach, which is used mostly for
ow-speed flows.

The agglomeration multigrid method has some similarities with

Table 1 Comparison of the performance of s
jet impingement flows †117‡

Case
�120�20�36� grid Work units

Segregated
Single-grid

Multigr
levels

Laminar cold jets 98.1 87.8
Laminar hot jets 118.4 57.4
Turbulent cold
jets

242.5 219.5

Turbulent hot jets 287.1 150.0

Table 2 Comparison of the performance of
dilution jet flows †117‡

Problem
�64�32�32� grid

Single-grid,
iterations

Laminar isothermal dilution jet 299
Laminar non-isothermal dilution jet 523
Turbulent isothermal dilution jet 555
20 / Vol. 129, APRIL 2007
two other techniques proposed for accelerating convergence of the
solution of sets of linear equations. The first one is additive cor-
rection multigrid �ACM� �60,123�. ACM is based on the concept
of adding constant corrections to groups of equations that can be
combined to form a “macro” equation. An additive correction
multigrid scheme for the Navier-Stokes equations has been pub-
lished in �124�. The algebraic multigrid method �AMG� �125� is
another similar technique that has been developed as a black-box
multigrid method. However, AMG is developed to be less depen-
dent on the origin of the linear equations, and hence can be ap-
plied to equations obtained from any field without any underlying
partial-differential equation. The works of Webster �126,127� are
the only ones to our knowledge that have used a coupled �block�
AMG on unstructured grids. Because of the lack of a grid struc-
ture and only heuristic arguments of coarsening, it is not clear
how the entire set of equations can be coarsened.

The solution of the coupled set of equations for flow, turbu-
lence, heat transfer, and chemical species poses a greater chal-
lenge. A coupled solution of the turbulence and chemical species
equations along with the momentum and continuity equations is
not well convergent even if direct solvers are used �128�. Hence, it
is necessary to decouple the individual physics, and couple them
through the properties such as turbulent viscosity and density. In
such a case, formulation of the coarse grid equations is not very
obvious. Restricting the frozen turbulent viscosity and density has
in the past been shown to slow down the asymptotic rate of con-
vergence after a certain �low� residual has been reached �116�.
Further research is needed to accelerate this slow convergence.
Another area of research is the proper imposition of “wall func-
tions” in turbulent flow modeling. The wall functions are very
local on the finest grid, and as such, coarsening them or imposing
them on the coarse grids can give rise to inconsistent formula-
tions. These issues should be resolved in future research.

8 Comparison With Other Approaches
Like finite-volume methods, finite-element methods have also

seen rapid development during the last few decades �50�. Though
they originally addressed structural mechanics problems, finite el-
ement methods today covers the same thermal-fluids applications
as FVM, and also form the basis of popular commercial solvers.
Galerkin-based discretization procedures �50� are widely used,
and differ from the finite-volume approach described here in that
they do not employ the conservation principle as the basis of the

egated single-grid and multigrid schemes for

CPU time �s�

three Segregated
Single-grid

Multigrid, three
levels

271.5 135.5
362.1 143.0
975.3 719.4

1108.8 482.8

upled single-grid and multigrid schemes for

ingle-grid,
PU �s�

Multigrid, three
levels,
iterations

Multigrid, three
levels,
CPU �s�

77.9 54 82.5
05.2 150 249.5
30.3 150 383.2
egr

id,
co

S
C

1
4
9
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iscretization. As a consequence, unlike FVM, conservation is
nly satisfied only if sufficiently fine meshes are used. In other
espects, finite-volume and finite-element methods have followed
early parallel paths in their evolution. As with FVM, discretiza-
ion schemes for convection-dominated flows were a subject of
ntense research in 1970s and 1980s �12,129�. Early FEM imple-

entations employed direct solvers �130�, but there, too, segre-
ated solvers are now widely used for incompressible flows �131�.
he issue of spurious pressure modes also appears in the FEM

iterature, and there, too, equal-order interpolation methods,
nalogous to the co-located techniques discussed here, have been
eveloped to address them �132,133�. Once the discrete equation
et has been derived, the solution techniques for the algebraic
quations are independent of the discretization principle itself, and
hus, multigrid schemes, gradient search schemes, and other ap-
roaches are all equally applicable. The mathematical formulation
f finite element methods makes the extension to higher-order
ormulations somewhat simpler, and higher-order spectral element
chemes, for example, are easier to develop using FEM �134�.
lso, since nearly all structural mechanics solvers today employ
EM, a seamlessly coupled solver spanning fluid and solid do-
ains may be somewhat easier to write with FEM. On the other

and, the great geometric flexibility afforded by FVM formula-
ions supporting arbitrary polyhedral cells, is more difficult to

atch within an FEM framework.
An emerging contender for complex geometries is the class of
eshless methods �135–139� which avoid the creation of both

urface and volume elements, and require, for the most part, only
he creation of mesh points and information about local proximity.
ince a large proportion of the time required for CFD calculation

s consumed by mesh generation at present, meshless methods
romise to significantly reduce the human time required for indus-
rial problem solving. Meshless methods also promise easy solu-
ion adaptivity and hold particular promise for problems with
ime-evolving fronts such in crack-propagation or shocks. How-
ver, though the human time required for mesh generation is re-
uced with meshless methods, the time required for geometry
reation is the same, and computation time may be significantly
arger due to the penalty imposed by numerical quadrature, and
he use of direction solution techniques in some implementations
139�. For flow computation, the method is still evolving, and
ust be tested against a variety of compressible and incompress-

ble laminar and turbulent flow problems. Ultimately, the success
f meshless methods will depend on whether the mesh-generation
urden of FVM and FEM is relieved by the development of fast,
ood-quality automatic mesh-generation schemes that do not re-
uire significant user intervention.

Closure
In this paper, the history and evolution of pressure-based finite-

olume methods have been reviewed. Finite-volume methods
ave made a remarkable transition from their inception in the
960s to their widespread use in commercial codes today. This
ransition has been facilitated not only because of the ubiquity of
nexpensive computing power, but by the ever-expanding ability
f this class of techniques to address real-world problems.

Despite this remarkable success, a number of improvements
emain to be made. As computer memory becomes less and less of

bottleneck, sequential solution procedures like SIMPLE, which
ere conceived with computational and storage efficiency in
ind, must inevitably give way to more powerful coupled tech-

iques that promise to be faster, but which impose a storage pen-
lty. This transition is already underway to some degree, but fun-
amental algorithmic advances are necessary to develop robust
ully coupled procedures that cover important physics such as
urbulence and chemical reactions. The disparate time and spatial
cales of these phenomena pose particular challenges for coupled
rocedures. The promised increase in speed through faster-

onverging coupled techniques is especially critical for design and

ournal of Heat Transfer
optimization, where large parametric spaces must be explored.
Accuracy remains an enduring issue with finite-volume

schemes. Though there appear to be no insurmountable conceptual
bottlenecks, nearly all published finite-volume schemes are of
second-order accuracy. Industrially driven CFD typically does not
demand ultra-high-order schemes at present because of other un-
resolved uncertainties, typically in turbulence modeling, physical
properties and boundary conditions. However, as large-eddy simu-
lations and direct numerical simulations of turbulence become
more common, it will be necessary to create more flexible frame-
works which will admit schemes of higher order. How to devise
such schemes within an unstructured mesh framework remains an
open research question.

Extremely complex physics, such as those governing liquid-
vapor multiphase flows, remain a challenge today, both in terms of
an adequate description of the physics as well as in devising ro-
bust algorithms for their solution. Pressure-velocity coupling in
this context remains a particular problem. Accurate and efficient
solution of complicated time-evolving free surfaces at multiple
scales and coupling to appropriate thermodynamic descriptions
for phase change are an important area for research.

As the reach of simulation becomes wider, finite-volume tech-
niques must inevitably begin to address multiscale and multiphys-
ics problems. This may take the form of extending finite-volume
methods to address new classes of physics, such as those for par-
ticipating radiation �140–142�, stress analysis �14�, electromagnet-
ics �143� or nanotechnology �144�. Alternatively, coupling seam-
lessly to domain-specific techniques may be another useful
approach.

Last but not least, verification and validation protocols must
continue to be developed and emphasized in CFD code develop-
ment, along with a quantification of uncertainty in predictions.
Without these, CFD in general, and finite-volume methods in par-
ticular, may provide broad intuition and heuristic guidance, but
cannot provide specific and reliable information.

Nomenclature
aP ,anb � discretization coefficients

ae ,an � discretization coefficients for the u and v stag-
gered momentum equation

Ae ,Aw ,An ,As � area of faces �e ,w ,n ,s�
A � outward-pointing area vector

bP � discretization coefficient
Df � diffusion term for face f
es � unit vector along line joining cell centroids
Ff � mass flow rate through face f
J � flux vector

M � Mach number
n � unit normal
p � pressure

p� � pressure correction
S� � source term
Sf � secondary gradient term at face f

t � time
û , v̂ � pseudo-velocities

ũ � continuity-satisfying velocity field in co-
located scheme

um ,vm � continuity-satisfying velocities in CVFEM
u ,v � Cartesian velocity components

u� ,v� � velocity corrections
V � velocity vector

x ,y � Cartesian coordinates

Greek Symbols
� � density

�� � density correction
� � transport variable

� � dynamic viscosity
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� � under-relaxation coefficient
�� � diffusion coefficient
�V � volume of control volume
�t � time step

ubscripts and Superscripts
e ,w ,n ,s � associated with cell face indices

E ,W ,N ,S � associated with cell neighbors
f � associated with cell face

nb � associated with neighbor cell
P � associated with cell P
* � prevailing value
0 � associated with cell C0

max�a ,b� � maximum of a and b
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An Explicit Algebraic Model
for Turbulent Heat Transfer
in Wall-Bounded Flow With
Streamline Curvature
Fourier’s law, which forms the basis of most engineering prediction methods for the
turbulent heat fluxes, is known to fail badly in capturing the effects of streamline curva-
ture on the rate of heat transfer in turbulent shear flows. In this paper, an alternative
model, which is both algebraic and explicit in the turbulent heat fluxes and which has
been formulated from tensor-representation theory, is presented, and its applicability is
extended by incorporating the effects of a wall on the turbulent heat transfer processes in
its vicinity. The model’s equations for flows with curvature in the plane of the mean shear
are derived and calculations are performed for a heated turbulent boundary layer, which
develops over a flat plate before encountering a short region of high convex curvature.
The results show that the new model accurately predicts the significant reduction in the
wall heat transfer rates wrought by the stabilizing-curvature effects, in sharp contrast to
the conventional model predictions, which are shown to seriously underestimate the same
effects. Comparisons are also made with results from a complete heat-flux transport
model, which involves the solution of differential transport equations for each component
of the heat-flux tensor. Downstream of the bend, where the perturbed boundary layer
recovers on a flat wall, the comparisons show that the algebraic model yields indistin-
guishable predictions from those obtained with the differential model in regions where the
mean-strain field is in rapid evolution and the turbulence processes are far removed from
local equilibrium. �DOI: 10.1115/1.2709960�

Keywords: turbulence modeling, streamline curvature, heat flux models
Introduction
The majority of flows that occur in nature or in engineering

ractice are turbulent and, more often than not, are “complex” in
he sense that they possess features that are absent from classical
hin shear layers. These features commonly arise from the inter-
ction of the turbulence field with a body force, e.g., Corioli’s, or
rom its distortion by mean rate of strain components other than
he usual shear. The literature is abound with contributions made
y S.V. Patankar and his colleagues in the computational model-
ng of these difficult flows. Examples include their study of flows
n curved pipes �1�, the comprehensive study they conducted of
he requirements of turbulence models for flows in rotating ducts
2�, and their prediction of the film cooling of curved surfaces
3,4�. Our focus in this paper is on a subclass of complex flows,
amely, those involving streamline curvature in the plane of the
ean shear. Examples of this type include flows over aircraft
ings and over turbomachinery blades, where the accurate predic-

ion of momentum and heat transfer rates is critical to their safe
nd efficient design. The effects of streamline curvature on the
urbulent stresses and the heat fluxes are well known: these quan-
ities are diminished when the angular momentum of the mean
ow increases in the direction of the radius of curvature as would
ccur in a flow over a convex-curved surface �stabilizing curva-
ure� and are enhanced when the angular momentum decreases
ith radius �5�. In strong stabilizing curvature, turbulence is ef-

ectively extinguished and the flow becomes laminarlike in many
f its features �6�. Accounting for these effects in closure models
f the type used in practical engineering design invariably in-
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nal manuscript received July 31, 2006. Review conducted by Sumanta Acharya.

ournal of Heat Transfer Copyright © 20
volves making the mixing-length or the eddy-viscosity dependent
on an appropriately defined Richardson number. This approach,
while immensely successful for the class of flows for which the
modification has been devised, has in recent years been aban-
doned in favor of models that account more directly for the effects
of curvature on the Reynolds stresses. In these models, the eddy-
viscosity assumptions are abandoned and the Reynolds stresses
are instead obtained directly either from algebraic nonlinear rela-
tionships or from the solution of modeled differential transport
equations in which they appear as the dependent variables. Here,
again, Patankar’s contributions may be cited �3�; specifically, in
the use of an explicit algebraic model for the Reynolds stresses
that reproduced many features of a flow over a curved surface.

In sharp contrast to the Reynolds stresses, little has hitherto
been done on the related problem of modeling the effects of
streamline curvature on the turbulent heat fluxes. The usual ap-
proach to the modeling of flows with heat transfer is to approxi-
mate the unknown turbulent heat fluxes �−uit� using Fourier’s law

− uit = �t
�T

�xi
�1�

and then evaluating the eddy diffusivity ��t� by scaling the eddy
viscosity with the turbulent Prandtl number

�t =
�t

�t
=

C�k2/�

�t
�2�

where �t is the turbulent Prandtl number, usually assigned a con-
stant value, and k and � are the turbulence kinetic energy and its
dissipation rate, respectively. It is tempting to justify the use of
Fourier’s law on the basis that changes to the turbulent heat fluxes

due to curvature will be adequately accounted for via the changes
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o k and � predicted by a curvature-sensitive turbulence model.
owever, this expectation is not supported by the experimental

vidence, which suggests that the heat fluxes are affected by
treamline curvature to a greater extent than the Reynolds stresses
7,8�. Thus, in the experiments of Gibson et al. �8�, for example,
he Stanton number on a mildly curved convex surface, fell by
8% of the flat-plate value compared to a mere 10% drop in the
all skin-friction coefficient. The immediate implication of these
ndings is that the turbulent Prandtl number, which is normally
ssigned a constant value when used with Fourier’s law, is in fact
strong function of the streamline curvature. This is not a surpris-

ng result because it can be shown to arise directly from analysis
f the modeled transport equations for the turbulent heat fluxes.
ne such analysis was conducted by Gibson �9� who invoked

ocal-equilibrium assumptions to convert the differential equation
or the turbulent heat fluxes into algebraic expressions. The main
onclusion of that study was that the effects of streamline curva-
ure on heat transfer are mainly due to the curvature-dependent
erms appearing in the transport equations for the heat fluxes. This
onclusion turns out to have far-reaching consequences for the
evelopment of an alternative and more rationally based model
or these fluxes. To demonstrate this, consider the exact terms that
xpress the rates of production of the two nonzero heat-flux com-
onents ut and vt in a heated boundary layer where only the
radients in the cross-stream direction �n� are important �refer to
ig. 1�. These terms are given as �10�

Put = − vt� �U

�n
+

U

r
� − uv

�T

�n

Pvt = 2ut
U

r
− v2�T

�n
�3�

ince the heat fluxes are expected to be proportional to their rates
f production, Eqs. �3� show that these fluxes must depend explic-
tly on the mean rates of strain, including those extra strains that
rise from streamline curvature. Such dependence is entirely ab-
ent from Fourier’s law and this explains, in part, the failure of
his model to capture the correct response to curvature. Equations
3� also indicate that a rational model for the heat fluxes must also
orrectly reflect their explicit dependence on the details of the
urbulence structure, as characterized by the components of uiuj,
nd not just on the scalar turbulent kinetic energy k. This is be-
ause the components of the Reynolds-stress tensor are affected
y the streamline curvature in ways that cannot be represented by
hanges in k alone. In the experiments of �11� on a convex-curved
oundary layer, for example, the shear stress uv was observed to

Fig. 1 Flow domain and coordinate systems
anish in the presence of finite shear and then reverses sign in the

26 / Vol. 129, APRIL 2007
outer layer in response to strong stabilizing-curvature effects. In
contrast, k was only marginally reduced under the same condi-
tions.

The purpose of this paper is to report on the development of an
algebraic model for the turbulent heat fluxes for curved wall flows
that is explicit in these quantities and contains the direct depen-
dence on the mean rates of strain that was identified in �9� as
being critical to the success of the model. The motivation for the
work is to determine whether such a model, which combines the
computational convenience and robustness of Fourier’s law with
the physics implied in the exact equations, can capture the curva-
ture effects that have hitherto been reproducible only with ad hoc
modifications, or with much more complicated closures involving
the solution of several differential transport equations. Details of
this explicit algebraic model will be presented in Sec. 2. In order
to put this model’s results into meaningful perspective, compara-
tive predictions were also obtained with the most complete avail-
able closure for the turbulent heat fluxes, namely, the one that
obtains each heat-flux component from the solution of its modeled
differential transport equation. Details of this more complex
model, and of the Reynolds-stress transport model used to close
the momentum equations, are also provided in Sec. 2. Section 3
presents details of the computational method used for solving the
governing equations. Comparisons of model predictions to experi-
mental data from a heated boundary layer with streamline curva-
ture are presented in Sec. 4, followed in Sec. 5 by a summary of
the main conclusions.

2 Mathematical Models

2.1 Equations for Mean Velocity and Temperature. The
flows where the effects of streamline curvature are most promi-
nent tend to be of the boundary-layer type, where flow reversal is
absent and the pressure-gradient effects, although present, are far
outweighed by those due to turbulent transport. This is certainly
the case in the experiment that will be used later to check the
model. The geometry is shown in Fig. 1, which also defines the
coordinate systems used. Upstream and downstream of the curved
section, the flow develops over a flat wall, and hence, the Carte-
sian system is appropriate. Over the curved wall, the flow is more
conveniently analyzed using the s-n coordinate system, where s is
distance measured along the curved surface and n is measured
along straight lines normal to s and away from the center of cur-
vature. To the boundary-layer approximation, and for steady, two-
dimensional high-Reynolds-number incompressible flows, the
equations that describe the conservation of mass, momentum, and
energy can be written in the following form:

�U

�s
+

�hV

�n
= 0

�U2

�s
+

�hVU

�n
+ 2

uv
R

+
UV

R
= − h

�uv
�n

−
1

�

�p

�s

h

�

�p

�n
=

U2

R

�UT

�s
+

�hVT

�n
= − h

�vt

�n
�4�

where h= �1+n /R�. Note that for a flat wall �R=��, Eqs. �4� re-
duce to the familiar Cartesian forms with s and n being equivalent

to x and y.
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2.2 Algebraic Heat-Flux Model. It is instructive in present-
ng the new algebraic model for the turbulent heat flux in wall-
ounded flows to refer to the exact equation for this quantity
hich, for steady flows, takes the form:

�5�

here � is the thermal molecular diffusivity, � is the fluid density,
nd p� is the fluctuating pressure.

The usual approach to the development of an algebraic model
or the turbulent heat fluxes based on Eq. �5� �e.g., �9�� is to
nvoke local-equilibrium assumptions to eliminate the differential
erms representing convection and diffusion of the heat fluxes and
o approximate the remaining terms, which contain the unknown
urbulence correlations. The outcome is a set of algebraic expres-
ions that is implicit in the heat fluxes and whose success depends
eavily on the validity of the assumptions made to approximate
he last term in Eq. �5�. This term, which represents the correlation
etween the fluctuating pressure field and the gradients of the
uctuating scalars, is particularly difficult to model due to the
bsence of guiding experimental measurements. An alternative ap-
roach to modeling the heat fluxes, and one that does not involve
nding approximations to the unknowns in Eq. �5�, is to postulate
functional relationship for this quantity in terms of other vari-

bles suggested by the exact equation and then use tensor repre-
entation theory to derive explicit algebraic relations for the heat
uxes. This approach was first suggested by �13�. Their model
eads:

− uit = C1
k2

�

�T

�xi
+ C2

k

�
uiuj

�T

�xj
+ C3

k3

�2

�Ui

�xj

�T

�xj

+ C4
k2

�2�uiuk
�Uj

�xk
+ ujuk

�Ui

�xk
� �T

�xj
�6�

he values of the coefficients in Eq. �6� were determined by the
odel originators by reference to the large-eddy simulation �LES�

nd direct numerical simulation �DNS� results of �13� for scalar
iffusion in homogeneous turbulence with uniform shear and con-
tant scalar gradients and are given as �C1 ,C2 ,C3 ,C4�
�−0.045,0.37,−0.0037,−0.023�.
The main features of this model are immediately apparent: it is

lgebraic and explicit in the heat fluxes—properties that will sig-
ificantly simplify its implementation in a numerical algorithm.
oreover, the model contains all the dependences that are re-

uired by the exact equation; specifically, the turbulent heat fluxes
ow depend explicitly on the Reynolds stresses and not merely on
he scalar turbulence kinetic energy. They also explicitly depend
n the mean rate of strain. Thus, to the boundary-layer approxi-
ation in the s-n coordinate system, the heat fluxes are obtained

s

− ut = C2
k

�
uv

�T

�y
+ C3

k3

�2

�U

�y

�T

�y
+ C4

k2

�2

�T

�y
Puv

− vt = C1
k2

�

�T

�y
+ C2

k

�
v2�T

�y
+ C4

k2

�2

�T

�y
Pv2 �7�

here Pv2 and Puv are, respectively, the rates of production of the
ormal-stress component v2 and the shear stress uv,

Puv = − v2h
�U

�y
�1 −

u2

2
S�
v

ournal of Heat Transfer
Pv2 = 2uv
U

r
�8�

In Eq. �8�, S is the curvature parameter, which represents the ratio
of the “extra” rate of strain due to streamline curvature to the
usual mean shear,

S =
U/r

�U/�y
�9�

The model of �12� is not applicable in its proposed form in the
region close to a solid wall. This was first noted in �14� in their
study of axial heat conduction on heat transfer in low Prandtl
number fluids. That the model requires adaptation to be applicable
in that region can be seen by inspection of the form of Eq. �7� for
flat-wall flows. There, the vertical heat flux component is obtained
as

− vt = �C1k + C2v
2�

k

�

�T

�y

Thus, with the values of C1 and C2 quoted above, it can be seen
that when

0.373 	
v2

k
	 0.0455, i.e., v2/k 	 0.122

then vt and �T /�y will be incorrectly predicted to be of the same
sign. Now, in wall-bounded flows, v2 /k decreases rapidly with
distance to the wall. In the direct numerical simulations of �15�
obtained in a channel, for example, v2 falls below the critical
value of 0.122 at y+�24. Consequently, the original model, when
applied in the region 0	y+	24, will yield values for vt that will
be of the opposite sign to those obtained in the direct numerical
simulations. The model is thus not expected to perform well close
to a rigid wall—a region likely to be significantly affected by
streamline curvature effects.

Extension of the model of �12� to near-wall turbulent flows
requires making one or more of the coefficients of Eq. �6� depen-
dent on parameters that are strongly sensitive to changes in the
turbulence structure that occur in that region. These parameters
include the turbulence Reynolds number �Ret�, the turbulence Pe-
clet number �Pe�, and the second and third invariants �A2 ,A3� of
the Reynolds-stress anisotropy tensor �Aij� and the stress-flatness
parameter �A�, defined as

Ret =
k2

��

Pe = Ret Pr

Aij =
uiuj

k
−

2

3

ij

A2 = AijAij

A3 = AijAijAij

A = 1 −
9

8
�A2 − A3� �10�

Inclusion of Ret is justified on the basis that this parameter
represents the ratio of the turbulent to the molecular shear stresses
and its value is thus zero at the wall, thereafter increasing mono-
tonically with distance from it. It is also a scalar quantity and
therefore independent of the direction of the wall normal vector.
The same is true of Pr whose inclusion is necessitated by the
strong dependence of the flow in the viscous sublayer on the na-
ture of the fluid itself. The tensor Aij provides complete but cum-
bersome characterization of the state of the Reynolds-stress aniso-

tropy. The same state can be characterized by just the two scalar
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uantities A2 and A3 �16�, or by their combination A. Making the
odel dependent on the invariants of Aij is also required to cap-

ure the essentially two-component nature of turbulence very close
o the wall.

Detailed analysis of the model’s performance in relation to data
rom a large number of studies of wall-bounded flows using direct
umerical simulations �17–20� showed that the model yields ac-
eptable predictions of the heat flux component in the direction of
ow, �ut�, but that the normal component �vt� was in serious error
or the reasons already discussed. This was an important finding
ince, as Eq. �6� suggests, it is only the C1 coefficient that requires
odification in the near-wall region. A straightforward way to

ccomplish this is to postulate a damping function of the form

C1
* = C1�1 − e−A�Pe

�
� �11�

lose to the wall, Ret is of order unity, and the correction ex-
ressed in Eq. �11� yields a lower value for C1 than that deduced
rom the homogeneous data of �13�. Further away, and as Ret
ncreases, damping is removed, and the value appropriate to high
urbulence Reynolds number is recovered. The values of � and �
ere determined by computer optimization to yield best fit to data

or vt from a number of direct numerical simulations of heated
all-bounded flows. These included the heated Poiseuille flow

imulations of �17,18,21� with values of Prandtl number of 0.71
nd 1.0, and the heated Couette flow simulations of �19�. The
alues that gave the best fit �as determined by the least-squares
ethod� for all these flows were �=0.1 and �=1.5. The model’s

esults obtained with these values are compared to the DNS re-
ults of �20� for a heated channel �Fig. 2� and a heated Couette
ow �Fig. 3�. In both flows, the value of Pr was 0.7 and the
eynolds number �based on half width and bulk mean velocity� of
000. Also plotted there are predictions obtained with alternative
lgebraic models. It is clear that the present model provides a very
ccurate fit to the DNS data over the whole field, and especially
lose to the wall. Departures from symmetry in the channel-flow

ig. 2 Heated channel flow „Pr=0.7…. Data of Debusschere.
odels: solid line, present; dotted line, †31‡; dashed line, †32‡;
otted-dashed line, †33‡; x-x-x, †34‡.

ig. 3 Heated Couette flow „Pr=0.7…. Data of Debusschere
Models: solid line, present; dotted line, †31‡; dashed line, †32‡;

otted-dashed line, †33‡; x-x-x, †34‡…
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results observed in these plots are due to variations in the DNS
data used as input to the models.

2.3 Reynolds-Stress Transport Model. Since the focus of
this paper is on modeling the heat fluxes, it is appropriate to seek
to represent the Reynolds stresses with the best available turbu-
lence closure in order to provide as accurate a description of the
turbulence field as is possible to obtain with a Reynolds-averaged
approach. The model chosen for this study is the complete
Reynolds-stress transport closure found in previous studies
�23,24� to yield acceptable results for curved flows.

In Cartesian-tensor notation, the equations for Reynolds
stresses are written as

�12�
Following the practices that proved successful in the earlier

studies of curved flows, the triple-velocity correlations responsible
for turbulent diffusion were modeled with the usual gradient-
transport hypothesis

− uiujuk = Cs
k

�
ukul

�uiuj

�xl
�13�

where the ratio k /� defines a characteristic turbulence time scale
and Cs is an empirical coefficient taken equal to 0.22.

The difficult pressure-strain correlations term was modeled as a
combination of a return-to-isotropy part and a rapid part, with
corrections to each to account for the effects of a solid wall in
damping the pressure fluctuations in its vicinity, thus,

ij = ij,1 + ij,2 + ij,w �14�

where

ij,1 = − C1
�

k
�uiuj − 2

3
ijk�

ij,2 = − C2�Pij − 2
3
ijPk�

ij,w = C1�
�

k
�ukumnknm
ij − 3

2ukuinkn j − 3
2ukujnkni� f

+ C2��km,2nknm
ij − 3
2ki,2nkn j − 3

2kj,2nkni� f �15�

In Eqs. �15�, ni is the wall normal unit vector and f is a function
which determines the local strength of wall damping. This is taken
here to be proportional to the ratio of a representative size of
energy-containing eddy �k3/2 /�� to distance from the wall. The
proportionality constant is chosen to give this function a unity
value close to the wall.

The coefficients associated with this model have been assigned
the values recommended by �24,25� viz. �C1 ,C2 ,C1� ,C2��
= �3.0,0.3,0.75,0.5�.

The final approximation needed to close Eq. �12� relates to the
term representing dissipation by viscous action. At high values of
the turbulence Reynolds number, the dissipative motions are as-
sumed to be isotropic and the dissipation rate of uiuj is related to

�, the dissipation rate of k
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�ij = 2
3
ij� �16�

nd � is obtained from the solution of the modeled conservation
quation

D�

Dt
=

�

�xi
�C�

k

�
uiuj

��

�xj
� + C�1Pk − C�2

�2

k
�17�

here Pk is the rate of production of turbulence kinetic energy

Pk = − uiuj� �Ui

�xj
+

�Uj

�xi
� �18�

he coefficients are again assigned the values found by �24,25�
ost appropriate for the prediction of curved shear flows, viz.

C� ,C�1 ,C�2�= �0.15,1.40,1.80�.

2.4 Heat-Flux Transport Model. In order to put the alge-
raic model’s results in appropriate context, comparative predic-
ions were also obtained with the more complete but complex

odel which is based on the solution of a modeled differential
ransport equation for each heat-flux component. The exact equa-
ions have already been presented in the section on the formula-
ion of the algebraic model �Eq. �5��. Here, the modeling assump-
ions required to close those equations are presented. The term
hat represents the transport of uit by turbulent fluctuations is
odeled via the usual gradient-transport assumptions with a coef-
cient of 0.15 as recommended by �26�. The rate of dissipation of

he heat fluxes by viscous action vanishes at high turbulence Rey-
olds numbers and is dropped.

The production terms are exact and are rewritten here for later
onvenience as

Pit,1 � − ukui
�T

�xk
�19�

Pit,2 � − ukt
�Ui

�xk
�20�

The fluctuating pressure-scalar-gradient correlation term ��it�
ay be viewed as the counterpart of the pressure-strain term in

he uiuj transport equation and is expected to play an equally
mportant role in accounting for the effects of streamline curva-
ure. This term is usually modeled as the sum of three elements
27�

�it = �it,1 + �it,2 + �it,w �21�
he separate contributions arising, respectively, from purely turbu-
ence interactions, interactions between the mean strain and fluc-
uating quantities, and corrections to allow for wall damping. Fol-
owing �27�, these contributions are modeled as follows:

�it,1 = − C1t
�

k
uit �22�

�it,2 = − C2tPit,2 �23�

�it,w = − Ct,w
�

k
uitninkf �24�

here f is the wall-damping function previously defined. The co-
fficients, which are determined by reference to measurements of
treamwise and cross-stream flux components in homogeneous
hear flows �27�, are assigned the values �C1t ,C2t ,Ct,w�
�2.85,0.55,1.2�.

Solution of Equations
The mean-flow and turbulence-closure equations of Sec. 2 were

olved simultaneously by means of the EXPRESS code �28�. This is
n implicit finite-volume marching integration method which is
ased largely on another of S. V. Patankar’s influential contribu-

ions: the GENMIX boundary-layer calculation procedure �29� with-

ournal of Heat Transfer
out which none of the pioneering work on turbulence modeling
would have been possible. The main differences in the two pro-
cedures are in the choice of transformed coordinates used to cause
the computational grid to adapt to match the actual width of the
flow thereby ensuring that all the computational nodes remain
within the shear layer. In Patankar’s method, the dimensionless
stream function was used while here it is the physical cross-stream
distance nondimensionalized by the local boundary layer width.
Second-order accurate spatial discretization is employed. The
simulations reported here were obtained with a forward-step size
that was limited to 1% of the local boundary layer width, and with
60 nodes that were unevenly distributed in the cross-stream direc-
tion. Virtually identical results were obtained with a grid utilizing
twice as large a forward-step size and only 30 nodes in the cross-
stream direction �the maximum differences in skin-friction coeffi-
cient and in the shape factor obtained with the two grids were
0.17% and 0.21%, respectively�. Reducing the forward-step size
by a factor of five produced no discernible differences.

The solution was started from assumed equilibrium velocity,
turbulence, and temperature profiles and was advanced step by
step in the direction of flow. At each streamwise location, itera-
tions were performed until the absolute sum of the residuals for all
the dependent variables fell to below 10−3. Further reduction in
this tolerance produced no change in the predictions.

The experiment chosen to test the model is one in which a
turbulent boundary layer develops over a surface of high convex
curvature. The flow is strictly partially parabolic in the sense that
the effects of the curved surface are sensed some distance up-
stream due to changes in the pressure field. Moreover, significant
radial pressure gradients are set up over the curved surface itself.
This flow would be amenable to simulation using another of Pa-
tankar’s seminal contributions to computational fluid dynamics;
namely, the partially parabolic algorithm described in �1�. Here,
we adopt a simplified approach made possible by the availability
of measurements of the static pressure distribution along the
curved surface. An estimate of the radial distribution of static
pressure can be obtained from potential flow analysis. Thus, with
the assumption of parallel flow, the radial momentum equation
reduces to

�p

�n
= �

Up
2

r
�25�

where Up is the potential velocity whose radial distribution can be
deduced from the condition of zero spanwise vorticity

1

r

��rUp�
�r

−
�Vp

�s
= 0 �26�

which, again with the assumption of parallel flow, reduces to

rUp = RUpw �27�

where w refers to “wall” value.
With this result, Eq. �25� may be integrated to yield pi, the

pressure at location i within the flow

pi = psw +
1

2
�Upw

2 −
1

2
�Upw

2 �R

r
�2

�28�

Finally, by differentiating this expression and by recognizing that
the total pressure is conserved there results

� �p

�s
�

i

= �R

r
�2�psw

�s
− �Upw

2 R

r

�R/r

�s
�29�

Equation �29� was used to evaluate the axial pressure gradients in
the curved-flow simulations presented here. Experimental values
of the wall static-pressure coefficients are plotted in Fig. 4, to-
gether with the distribution obtained by curve fitting the experi-

mental measurements using the Akima spline interpolation
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cheme. This was the only input from the experiments. The
reestream velocity was deduced and the predicted and measured
ariations of this quantity with streamwise distance are compared
n Fig. 5, which provides a convincing demonstration of the abil-
ty of this simplified method to capture the radial variation in
tatic pressure induced by the streamline curvature. The use of the
kima spline scheme proved essential to the attainment of smooth
ariations in freestream velocity.

The boundary conditions were as follows: at the freestream, the
ross-stream gradients of all dependent variables were set equal to
ero, except for the temperature whose value there was set, as in
he experiment being simulated, at 14.6 K below the wall tem-
erature, which was kept constant in the direction of flow. At the
all, integration terminated outside the viscous sublayer and the
oundary conditions applied there consisted of specifying the
uxes of momentum and heat at the wall. These were, in turn,
educed from the universal logarithmic laws

u+ =
1

�
ln�y+� + B

T+ =
1

��
ln�y+� + B� �30�

here the coefficients were assigned their usual values ��=0.41,
=5.0, ��=0.45, B�=3.0�. Fluxes of all the Reynolds-stress com-

ig. 4 Streamwise variation of wall static-pressure coefficient;
ertical lines signify location of convex bend

ig. 5 Predicted and measured variation of freestream veloc-

ty „Ue /Uref…

30 / Vol. 129, APRIL 2007
ponents at the nodes closest to the wall were set equal to zero. The
dissipation rate was assumed to vary inversely with distance from
the wall to the node closest to it. With this assumption, and after
neglecting the convection and normal-stress gradients, Eq. �17�
reduces to the quadratic equation:

�2 −
C�1

C�2
Pk� −

C�

C�2

kv2

y2 = 0 �31�

The solution to this equation yields values for � at the near-wall
nodes that were used to provide the boundary conditions there.
These values did not generally turn out to be equal to the rate of
production of turbulence kinetic energy except away from the
convex bend, where the two quantities did, indeed, turn out to be
equal.

4 Results and Discussion
The experimental data used to check the model’s performance

in a curved, heated, wall-bounded flow are those of �30� obtained
in a turbulent boundary layer recovering downstream of a short
convex bend. The geometry is shown in Fig. 1. The boundary
layer is first developed to equilibrium on a flat plate before en-
countering the convex bend. The bend had a turning angle of
30 deg and a surface radius of curvature R=0.115 m. At entry to
the bend, the ratio of boundary layer thickness �
� to surface
radius of curvature was 	0.19. This ratio provides a useful mea-
sure of the strength of curvature effects; its value here is higher
than that attained in any other experiment in which the curved
flow remained of the boundary layer type. Downstream of this
bend, the flow recovers on another flat section.

The measured streamwise variation of the wall static-pressure
coefficient Cp �=�p− pref� /1 /2�Ue

2� is plotted in Fig. 4 together
with the interpolated values used in the predictions. In this and
subsequent figures, the distance x is measured from the end of the
convex bend. Figure 4 shows that the effects of curvature on this
quantity are quite substantial and are felt at significant distance
upstream of the bend. Closer to the bend, the pressure initially
falls quite rapidly and then rises before finally falling again on the
flat recovery section. Thus, quite strong axial pressure gradients
are set up, initially favorable, but then adverse though not suffi-
cient to cause flow reversal. The ability of the algorithm for evalu-
ating the pressure gradients described in Sec. 3 is illustrated in
Fig. 5, which compares the predicted and measured streamwise
variation of the freestream velocity Ue. The response of this pa-
rameter to the favorable pressure gradient is quite dramatic with
the local freestream velocity initially rising to 1.17Uref immedi-
ately on exit from the bend and then falling to 1.057Uref at about
ten boundary layer heights downstream from there. These rapid
variations are well reproduced by the pressure-gradient algorithm
described in Sec. 3. The predicted and measured boundary-layer
thickness �
� are compared in Fig. 6. Measurements of the mean
velocity, from which 
 was deduced, were obtained using both a
flattened stagnation tube and constant-temperature hot wire an-
emometry with differences of order 3% reported immediately
downstream of the bend. The predictions there show an unrealistic
spike produced as an artifact of the procedure used to adjust the
size of the computational domain to match that of the flow.

The effects of pressure gradient on the measured and the
Reynolds-stress model predictions of the skin friction coefficient
Cf �=�w / �1/2��Ue

2� are shown in Fig. 7. Following the initial rise
in this quantity in response to flow acceleration, Cf drops quite
markedly due to stabilizing curvature effects and attains a mini-
mum value some distance after exit from the convex bend. This is
obtained in both the measurements and the predictions though
somewhat further downstream in the latter. Also plotted in Fig. 7
is the correlation of experimental data for a heated flat-plate

boundary layer

Transactions of the ASME



C
m
fl
p
f
t

s
p
m
a
C
fl

p
p
d
fl
=
f
t
s

F
t

F
f

J

Cf = 0.0592 Rex
−0.2 �32�

omparisons to this correlation show that both prediction and
easurements indicate a fairly rapid recovery in this parameter to
at-plate values. Results obtained with the k-� model are also
lotted for comparison. These show fairly accurate response to the
avorable pressure gradient but, as expected, almost no sensitivity
o convex-curvature effects.

The combined influence of streamwise pressure gradients and
treamline curvature on the shape factor �H=
1 /
2� is equally
ronounced and well represented by the Reynolds-stress transport
odel. This can be seen from Fig. 8, where the k-� predictions are

lso included. As expected, the trends in H are opposite to those in
f: increasing in the bend before recovering to values typical of
at-plate flow.
The predicted and measured mean-velocity profiles are com-

ared in Fig. 9, where they are presented in wall coordinates. Also
lotted there is the law of the wall �Eq. �30��, which was used to
educe the wall momentum flux. Agreement for the later stages of
ow development is quite satisfactory, but this is not so for x
68 mm, where the predicted profile shows stronger departure

rom the log law than that shown by the experiments. This depar-
ure from the standard log law is consistent with the effects of
trong adverse pressure gradients; that the measurements do not

ig. 6 Predicted and measured variation of boundary layer
hickness

ig. 7 Predicted and measured streamwise variation of skin-

riction coefficient

ournal of Heat Transfer
also show this is probably due, in part, to the difficulty in obtain-
ing accurate estimates of the wall shear stress using the various
techniques listed in Fig. 7.

Figure 10 compares the measured and Reynolds-stress transport
model predictions of the shear stress profiles upstream and down-
stream of the bend. The effects of stabilizing curvature are most
prominent in the outer layers where it is seen that the shear stress
falls to zero �and actually reverses sign at x=15 mm� in a region
where the mean rate of strain is finite. In this respect, the present
behavior is quite similar to that observed in �11� for an approxi-
mately similar ratio of 
 /R. Agreement at the stations immedi-
ately after the bend is not particularly good due, in part, to the
inability of the turbulence model to capture the effects of adverse
pressure gradients—a defect it shares with most other closures.
The experimental data close to the wall are generally subject to
error due to inadequate spatial resolution of the hot wire probe
there. The consequences of such error are estimated in �30� to
cause underestimation of uv by 	12%. This is confirmed by the
steep gradients observed in the measured uv profiles with respect
to the wall values, which are also shown in Fig. 10. This behavior
contrasts quite sharply with the predicted profiles that appear to
smoothly asymptote toward the wall values.

Attention is now turned to the thermal field and, in particular, to
the performance there of the proposed algebraic heat-flux model.
Figure 11 compares the predicted and measured axial variation of

Fig. 8 Predicted and measured shape factor
Fig. 9 Mean-velocity profiles in wall coordinates

APRIL 2007, Vol. 129 / 431
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tanton number �St�. Both results of the algebraic model and heat-
ux transport model are included, and these show that the differ-
nces between the two models to be almost insignificant. The
xception here is on exit from the bend where transport of heat
ux by the mean flow, something that cannot be represented by

he algebraic model, is expected to be important. Apart from that,
oth models appear to significantly exaggerate the combined ef-
ects of stabilizing curvature that influence the thermal layer di-
ectly, and the adverse pressure gradients effects, that enter indi-
ectly via changes to the velocity field. Recovery to flat-plate
alues is predicted by both models to occur at the same rate.
esults obtained with Fourier’s law are also plotted and show that

his model, as expected, exhibits a poor response to stabilizing
urvature effects. This is clear from comparison of this model’s
esult to the conventional experimental correlation for a flat-plate
oundary layer

St = 0.0296 Pr−0.4 Rex
−0.2 = 0.5Cf Pr−0.4 �33�

The computed and measured temperature distributions, plotted
n inner-layer coordinates, are compared in Fig. 12, which also
hows the log law �Eq. �30��, which was used to provide the wall
eat fluxes. The results of both the algebraic and the flux-transport
odels are again hardly distinguishable from each other except at
=68 mm, where small differences are observed. Both models
nd the measurements show departures from the flat-wall log law
p to x=209 mm but then seem to follow this distribution very
losely for the remainder of the recovery length.

Fig. 10 Predicted and measured profiles of −uv
Fig. 11 Predicted and measured variation of Stanton number

32 / Vol. 129, APRIL 2007
The predicted and measured profiles of the heat-flux component
vt are compared in Fig. 13. Here, too, the results of the two
models are virtually identical and both appear to overestimate the
measurements in a manner which is quite similar to that previ-
ously observed for the shear stress �Fig. 10�. It would be reason-
able to expect that errors in the hot-wire measurement would ap-
pear consistently in both uv and vt, and this does, indeed, seem to
be the case here. Note the differences between the predicted and
measured behavior in the inner-wall region with only the former
showing the expected asymptotic approach to the wall heat-flux
values.

Figure 14 shows the predicted and measured heat-flux compo-
nent ut. This quantity, which would be obtained as zero with Fou-
rier’s law, is predicted as being finite with the present algebraic
model, albeit with values that significantly underestimate both the
measurements and the flux-transport model results. In boundary
layer flows, this component plays no part in the computations
since diffusion in the streamwise direction is excluded. It does,
however, play an important part in buoyant flows, where it enters
into the rate of production of turbulence kinetic energy. In such
flows additional terms that bring in dependence on gravitational
acceleration and temperature variance would appear in the alge-
braic representation of ut, and these additional terms are expected
to bring about better correspondence between predictions and
measurements. The strategy for inclusion of buoyancy-related ef-

Fig. 12 Mean-temperature profiles in wall coordinates
Fig. 13 Predicted and measured profiles of −vt
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ects in the tensor representation approach is given in �12�; vali-
ation against buoyant-flow data is the subject of an ongoing
tudy.

Closing Remarks
The results presented in this paper suggest that a model for the

urbulent heat fluxes, formulated using tensor representation
heory, is capable of capturing the pronounced effects of stream-
ine curvature without the ad hoc modifications found necessary
ith Fourier’s law. The model is both algebraic and explicit in the
eat fluxes, properties that enhances its usability in engineering
rediction methods. Moreover, it allows for all the dependencies
hat are required by the exact equations for the heat fluxes. Spe-
ifically, the heat fluxes are obtained as functions of the Reynolds
tresses and of the mean rates of strain, including the extra strains
hat arise from streamline curvature. Comparisons to data from an
xperiment on a heated boundary layer that develops over a short
egion of high convex curvature show the algebraic model to per-
orm just as well as a more complicated and computationally more
emanding heat-flux transport model. The results suggest that this
odel, in the form extended to account for the wall-damping ef-

ects, provides a suitable tool for the practical prediction of engi-
eering flows where heat transfer is of importance.
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A New Low Reynolds Stress
Transport Model for Heat Transfer
and Fluid in Engineering
Applications
A new Reynolds stress transport model (RSTM) aimed for engineering applications is
proposed with consideration of near-wall turbulence. This model employs the Speziale,
Sarkar, and Gatski (SSG) pressure strain term, the � equation, and the shear stress
transport (SST) model for the shear stresses at the near-wall region (say, y+�30). The
models are selected based on the following merits: The SSG RSTM model performs well
in the fully turbulent region and does not need the wall normal vectors; the � equation
can be integrated down to the wall without damping functions. The SST model is a proper
two-equation model that performs well for flows with adverse pressure gradient, while
most two-equation models can have a good prediction of the shear stresses. A function is
selected for the blending of the RSTM and SST. Three cases are presented to show the
performance of the present model: (i) fully developed channel flow with Re��395, (ii)
backward-facing step with an expansion ratio of 1.2 and Re�5200 base on the step
height, and (iii) circular impingement with the nozzle-to-wall distance H�4D and Re
�20,000. It is believed that the new model has good applicability for complex flow
fields. �DOI: 10.1115/1.2709957�
Introduction
Heat transfer in gas turbine systems involves complex turbulent

ows with separation, subsequent reattachment, and stagnation
egions in, e.g., ribbed cooling ducts. Accurate modeling of these
henomena is very important because they have a big influence on
he fluid flow and heat transfer. To date, however, the most com-

only used turbulence models have been eddy-viscosity schemes.
et, the second-moment closures, also known as the Reynolds
tress transport model �RSTM�, offer the potential for far more
eliable predictions. This is because important production terms
re calculated directly from resolved variables, while the produc-
ion terms of two-equations models are modeled. However, the

ain difficulties in the RSTMs are the modeling of pressure-strain
erms and the near-wall turbulence. The near-wall modeling needs
ow-Re models, which are critical for heat transfer predictions.

Many available low-Re RSTMs show a problem for flows with
eparation and reattachment, such as a backward-facing step flow.
here exists an unphysical bulge at the reattachment region, as
hown in Fig. 1. The streamlines shown in Fig. 1 are predicted by
peziale, Sarkar, and Gatski �SSG� �1� based on the � equation.
he same problem exists for many other low-Re RSTMs accord-

ng to the authors’ and other researchers’ practices, e.g., the Laun-
er, Reece, and Rodi �LRR� model �2�, the stress-� model �3�.
his is mainly because the overprediction of the gradient of the
hear stresses around the reattachment region. Parneix and
urbin’s elliptic relaxation procedure �4� can decently resolve this
roblem. However, it needs six more Poisson equations for ob-
aining the relaxation factor f ij, whose complexity is beyond the
easibility of most of the industrial applications.

In this paper, a new RSTM aimed for engineering applications
n, e.g., ribbed cooling ducts, is proposed with consideration of
ear-wall turbulence. This model employs the SSG pressure strain
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eived August 9, 2006. Review conducted by Sumanta Acharya.
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term, the � equation, and the shear stress transport �SST� �5�
model for the shear stresses at the near-wall region �say, y+�30�.
The models are selected based on the following merits: the SSG
RSTM model performs well at the fully turbulent region and does
not need the wall normal vectors; the � equation can be integrated
down to the wall without damping functions. The SST model is a
proper two-equation model that performs well for flows with ad-
verse pressure gradient, while most two-equation models can have
a good prediction of the shear stresses. A function is selected for
the blending of the RSTM and SST.

By the proposed new model, the unphysical bulge at the reat-
tachment region is eliminated. Then the model is applied for the
fully developed channel flow and an impingement jet case for
flows with stagnation regions.

2 Method
The method is based on solving the Reynolds-averaged Navier

Stokes �RANS� equations. The Reynolds stresses are either mod-
eled by the Bousinessq hypothesis or solved directly by transport
equations.

2.1 RANS Equations.

�Ui

�xi
= 0 �1�

�Ui

�t
+

��UjUi�
�xj

= −
1

�

�P

�xi
+

�

�xj
�2�Sij − Rij� �2�

�T

�t
+

��UjT�
�xj

=
�

�xj
� �

Pr

�T

�xj
− t�uj�� �3�

where Sij = �1/2����Ui /�xj�+ ��Uj /�xi��. Rij and t�uj� are the spe-
cific turbulent Reynolds stresses and heat fluxes, respectively, and
they are modeled in the following sections.

2.2 Turbulence Models. In this paper, the V2F �6�, SST �5�,

and SSG �1� models based on the � equation are applied. In
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ddition, a new model SSG-SST, based on the SST model and
SG model, is proposed. The V2F model is only for comparison
urposes; thus, its equations are not shown here.

2.2.1 SST k-� Model.

�k

�t
+

��Ujk�
�xj

=
�

�xj
��� +

�t

�k
� �k

�xj
� + P˜k − �*k� �4�

��

�t
+

��Uj��
�xj

=
�

�xj
��� +

�t

��
� ��

�xj
� +

	

�t
Pk − ��2

+ �1 − F1�2��2
1

�

�k

�xj

��

�xj
�5�

here Pk=−ui�uj��Ui /�xj =2�tSijSij is the production of kinetic en-

rgy, and Pk
˜ =min�Pk ,cl
�

�t =
a1k

max�a1�,	2SF2�

S = 	SijSij �6�

he Reynolds stresses are modeled as

Rij 
 ui�uj� = 2
3k�ij − 2�tSij �7�

losure coefficients �=F1�1+ �1−F1��2, where � can be any of
he following coefficients, e.g., �k=F1�k1+ �1−F1��k2, and F1 is
he blending function:

�k1 = 2, ��1 = 2, 	1 = 0.5532, �1 = 0.075

�k2 = 1, ��2 = 1.168, 	2 = 0.4403, �2 = 0.0828

cl = 10, a1 = 0.31 �* = 0.09 �8�

F1 = tanh�arg1
4�

arg1 = min�max� 	k

�*�y
,
500�

y2�
�,

4���2k

CDk�y2�
CDk� = max�2���2

1

�

�k

�xj

��

�xj
,1.0e−10� �9�

F2 = tanh�arg2
2�

arg2 = max�2
	k

�*�y
,
500�

y2�
� �10�

n addition 
=�*�k and l=k0.5 /�, �w=6� /�0y1
2, where indices w

nd 1 denote the wall and the first point off the wall, respectively.

2.2.2 SSG Model Based on � Equation (SSG-�). We reformu-
ated the SSG �1� model based on the � equation, because the �

ig. 1 Predicted streamlines by the SSG-W model for the
ackward-facing-step case
quation can be naturally integrated to the wall
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�Rij

�t
+

��UmRij�
�xm

=
�

�xm
��� +

�t

�k
� �Rij

�xm
� + Pij −

2

3
�*k��ij + ij

�11�

The � equation is the same as that in the SST k-� model, except
the calculation of the production term, which is calculated as Pk
=−Rij��Ui /�xj�.

The diffusion term is modeled using a simple eddy viscosity
model,

Dij =
�

�xm
� �t

�k

�Rij

�xm
� �12�

The pressure-strain tensor is modeled as follows:

ij = �ij,1 + �ij,2 �13�

�ij,1 = − �*k��Cs1aij + Cs2�aikajk − 1
3A�ij�� �14�

�ij,2 = − Cr1Paij + Cr2kSij − Cr3kSijA
1/2

+ Cr4k�aikSjk + ajkSik − 2
3aklSkl�ij�

+ Cr5k�aik� jk + ajk�ik� �15�
where

aij =
Rij

k
−

2

3
�ij �16�

A = aijaij �17�
Auxiliary Relations:

�t =
k

�
�18�

Rij 
 ui�uj�, k =
1

2
Rkk �19�

Pij = − Rim
�Uj

�xm
− Rjm

�Ui

�xm
, P =

1

2
Pkk �20�

The constants have the values

Cs1 Cs2 Cr1 Cr2 Cr3 Cr4 Cr5
1.7 −1.05 0.9 0.8 0.65 0.625 0.2

2.2.3 SSG-SST Model. The SSG-SST model is based on the
SSG-� model. The only difference is that the shear Reynolds
stresses used in the momentum equation are blended from Rij and
those from the SST model. Here, the normal stresses are not
blended because we want to keep the anisotropy feature of the
normal stresses of the RSTM.
Fig. 2 Plot of the blending function Fb
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�Rij�effect = Fb�Rij�SSG−� + �1 − Fb��Rij�SST i � j �21�

here Fb is the blending function. Equation �21� is only strictly
orrect for a Cartesian coordinate system but can be further de-
eloped to be valid in any coordinate system. The selection of a
lending function is to ensure the asymptotic consistency with the
ear-wall behavior of the exact equation of motion. In this work,
blending function has been tentatively adopted from the low-Re

wo-equation model of Abe et al. �7� as

ig. 3 Computational geometry: „a… topology and „b… grid
round the step

ig. 4 Streamlines for the backward-facing-step case: „a… DNS
nd „b… SSG-SST note: „a… and „b… are scaled the same
Fig. 5 Friction coefficient of the backward-facing-step case

36 / Vol. 129, APRIL 2007
Fb = �1 − e−�y*/14��2�1 + 5 Ret
−0.75 e−�Ret/200�2

� �22�

where y*= ��
�0.25y /� and Ret=k2 /
�. Figure 2 shows a typical
plot of the blending function Fb versus y+ for the fully developed
channel flow case of Re�=395. Fb is close to zero at the near-wall
region, while it is unity at the fully turbulent region. This blending
function has the desirable feature, but some work is needed to
reveal its general applicability.

2.2.4 Modeling of Turbulent Heat Fluxes. The turbulent heat
fluxes are computed using a simple eddy diffusivity model �SED�

t�uj� = −
�t

Prt

�T

�xj
�23�

where the turbulent Prandtl number is Prt=0.89.

2.3 Numerical Solution Procedure. The computations are

Fig. 6 U-velocity profile of the channel flow case

Fig. 7 Reynolds stresses of the channel flow case: „a… normal

stresses and „b… shear stress
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arried out in an in-house multiblock computer code CALC-MP �8�
ased on the finite volume technique. The code uses a collocated
esh arrangement and employs the improved Rhie and Chow

nterpolation �9� to calculate the velocities at the control volume
aces. The SIMPLEC algorithm couples the pressure and velocity.
n algorithm based on TDMA is used for solving the algebraic

quations. Coefficients are determined by the QUICK scheme for
he momentum equations and the hybrid scheme for all the other
iscretized equations.

Results and Discussion

3.1 Backward-Facing-Step Case. The geometry of the
ackward-facing-step case is shown in Fig. 3�a�. The flow is sym-
etric about the centerline of the channel. As a consequence, we

ake only half of the channel as the computational domain. The
omputational region ranges from x /h=−10 to 20, x=0 being the
ocation of the sudden expansion and h being the step height. The
ully developed channel flow inlet is set at x /h=−10. The Rey-

ig. 8 Inlet profiles of the impingement jet case: „a… geometry,
b… grid and TKE contours around the jet inlet, and „c… inlet
rofiles
olds number based on the step height h and the inlet bulk veloc-

ournal of Heat Transfer
ity is 5000. We checked the solution for grid independence, and a
multiblock grid �52�52 and 122�102� is found to give indepen-
dent results. The focused view of the grid is shown in Fig. 3�b�.

Figure 4 shows the predicted streamlines from DNS of Le et al.
�10� and the SSG-SST model. The reattachment is well predicted
by the SSG-SST model in comparison to the DNS data, and the
unphysical bulge is suppressed. The size of the corner bubble is
also in good agreement with the data.

Figure 5 shows the friction coefficient. For comparison pur-
poses, the predicted results by the combined elliptic relaxation
procedure of Durbin and the SSG model are also included. Our
new model provides an improved prediction of the friction coef-
ficient. After the reattachment, the recovery is also good. The only
problem is the small overprediction of the reattachment length,
which might be due to the SST model being used for the near-wall
shear stresses. By analogy, the model is also good for the predic-
tion of near-wall heat transfer. For the model of Durbin, however,
large underprediction can be observed at the back-flow region.
This is attributed to the underprediction of the back-flow intensity
by Parneix and Durbin �4�. They also stated that “this specific
problem seems to be common to every existing second moment
closure model, whatever near-wall model is used �low-Re or wall
function�.” In their study, in addition, the recovery after the reat-
tachment is too slow, which might be linked to the too slow back
flow.

The proposed new model obviously works fine for flows with
separation and reattachment. We need to further test the model in
simpler generic geometries, like the fully developed channel flow.

3.2 Fully Developed Channel Flow Case. The fully devel-
oped channel flow is driven by the constant pressure gradient
�P /�x, which is balanced by the wall shear stresses. The flow with
Re�=u�� /�=395 is symmetric about the centerline of the channel.
As a consequence, we take only half of the channel as the com-
putation domain. Periodic boundary conditions are set in the main
flow direction. The results are compared to existing DNS �direct

Fig. 9 Comparison between the present solver and FLUENT with
the V2F model for the impingement jet case: „a… TKE contours
and „b… Nusselt number
numerical simulation� data.
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Figure 6 shows the predicted mean velocity profile normalized
by the friction velocity. We can see that it is in reasonably good
agreement with the DNS data of Moin and Kim �11�, although
there is a small underprediction.

Figure 7 shows the predicted Reynolds stress profiles normal-
ized by the friction velocity. The shear stress is in good agreement
with the DNS data. For the normal stresses, good agreement can
be observed at most of the regions. However, in the buffer layer,
the main-stream-direction stress u�u� is seriously underpredicted.
This might be so because the SSG pressure strain model needs a
proper near-wall model and the present one might not be appro-
priate �see also �12��.

Both the backward-facing-step and channel-flow cases are
dominated by shear. In Sec. 3.3, a normal strain dominated case is
provided, i.e., an axisymmetric impingement jet case.

3.3 Circular Impingement Jet Case. Figure 8�a� shows the
computational geometry. The nozzle-to-wall distance is kept at 4.
Figure 8�b� shows the focused view of the computational grid
around the jet inlet. The Reynolds number based on the nozzle
diameter is 20,000. For this case, we want to validate the imple-
mentation of the turbulence models to eliminate the numerical
errors. At first, the V2F model is validated versus the commercial
software FLUENT 6.1, which also has an implementation of the
V2F model. Here, we compare the results from our in-house code
CALC-MP and FLUENT 6.1 predictions. At the end of the section, the
new proposed model is evaluated against the V2F model and ex-
perimental data.

Figure 8�c� shows the inlet boundary conditions for the mean
velocity and kinetic energy. They are both calculated in separate
computations for fully developed pipe flow. A focused view of the
turbulent kinetic energy �TKE� contours around the jet inlet is
shown in the left-hand side of Fig. 8�b�. A fully developed profile
can be clearly observed.

Figure 9�a� shows the predicted turbulent kinetic energy con-
tours by the different implementations of the V2F model. A good

Fig. 12 Line plot comparisons between experiments and the
present simulations „legend as in Fig. 10…: „a… u�u� and „b… v�v�
ig. 10 V-velocity comparison between experiments and

resent simulations „circle: PIV experiments, solid line: SSG-
ST model, dashed line: V2F model, and dashed-dotted line:
ST model…: „a… V contours and „b… V line plots „note: the
trictly horizontal lines are axes…
ig. 11 u�u� comparison between experiments and the

merit of the V2F model is its correct behavior around the stagna-
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ion region, where the normal strain dominates. There is no
uildup of turbulence at the stagnation region from either of the
mplementations. The difference between the results from CALC-

P and FLUENT is negligible.
Figure 9�b� shows the predicted Nusselt number. Generally

peaking, both of the results are in good agreement with the ex-
eriments �13�. The biggest difference between our implementa-
ion and that of FLUENT is �6% at the stagnation region. The
eason for the difference might be from some implementation is-
ues, such as the calculation method of Nusselt number, the treat-
ent of boundary conditions.
In general, our implementation of the V2F model in our in-

ouse code is correct, which may indicate that the way we used
or implementing turbulence models in our in-house code is cor-
ect. In the following paragraphs, evaluation of the proposed new
odel in predicting the impingement case is carried out.
Figure 10 shows the axial-direction mean velocity contours in

omparison to the particle image velocimetry �PIV� data of Ding
14�. The results from the SST, V2F, and SSG-SST models are in
ood agreement with the PIV experiments. The predicted potential
ores �95% of the inlet velocity line in Fig. 10� are in excellent
greement with the experiments.

Figures 11�a� and 11�b� show the u�u� contours. The V2F
odel, due to the isotropic assumption, overpredicts the u�u� at

he free jet region because the main flow direction is the V veloc-
ty direction. But it provides a reasonably good prediction at the
all jet region, where the U direction is the main flow direction.
t this point it is worthwhile to point out that the V2F model is an

ddy viscosity model providing an eddy viscosity for the govern-
ng equations. Thus, one should not expect it to provide accurate
rediction of the normal stress. The SSG-SST model can naturally
andle the anisotropy of the turbulence, so that much better pre-
iction of u�u� can be observed, as shown in Fig. 11�b�.

Figures 12�a� and 12�b� show the plots for u�u� and v�v� at five
ines. For the prediction of u�u�, the superiority of the SSG-SST
odel is clearly shown, except very close to the wall region. For
�v�, the predictions from the three models are very similar. At

he inlet region, they all underpredict the peak in the buffer layer.
t the regions �y /D=1, 2, and 3�, the results are reasonably good,
ut it seems that the V2F model is somewhat better in this region.
t the line y /D=0.2, the SSG-SST model seems to perform best.
Figure 13 shows the Nusselt number distribution on the im-

ingement wall. In general, both models provide reasonable pre-
ictions, but V2F always shows higher values. In the stagnation
egion, SSG-SST agrees better with experiments while V2F shows
etter agreement further downstream along the wall. As was men-
ioned previously, the V2F model provides an overprediction of
urbulence, which results in a higher Nusselt number than the

ig. 13 Predicted Nusselt number in comparison to
xperiments
SG-SST model.

ournal of Heat Transfer
4 Conclusions
A new second-closure momentum model, SSG-SST, is pro-

posed. We have the following findings:

1. It resolves the unphysical bulge problem and works very
well for predicting the friction coefficient for the backward-
facing-step case.

2. The new model works reasonably well for fully developed
channel flow.

3. Because anisotropy is naturally predicted for the impinge-
ment case, both the mean flow and turbulence field are well
predicted. Concerning the heat transfer for the impingement
case, the V2F and SSG-SST models perform overall de-
cently well but V2F gives, in this case, higher Nu values.
More work should be concentrated on the near-wall region
modeling for improved prediction of the stagnation heat
transfer.
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Nomenclature
Cf � skin friction coefficients based on bulk veloc-

ity, �w / ��1/2��Ub
2�

Dij � diffusion term
F1, F2, Fb � blending functions

h � step height
H � nozzle-to-wall distance or channel height

Nu � Nusselt number Nu=hDh /�
P � pressure

Pk � turbulent production
Pr � Prandtl number

Pr� � turbulent Prandtl number
qw � wall heat flux
Re � Reynolds number Re=UbDh /�

Re� � Reynolds number based on the friction velocity
Re�=U�Dh /�

−Rij � specific Reynolds stress tensor, 
−ui�uj�
Sij � mean-strain rate

t � time
t�ui� � specific turbulent heat fluxes

T � temperature
u� � friction velocity u�=	�w /�

Ub � bulk velocity
xi, y � coordinates

y+ � dimensionless, sublayer-scaled, distance, y+

=u�y /�
�* � coefficient for the k equation
	 � linear temperature increase rate

�ij � Kronecker �

 � dissipation rate
� � thermal conductivity
� � kinematic viscosity

�� � turbulent kinematic viscosity
� � density

�w � surface shear stress
�ij � pressure strain tensor

� � specific dissipation rate
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Compressibility and Variable
Density Effects in Turbulent
Boundary layers
Two compressible turbulent boundary layers have been calculated by using direct nu-
merical simulation. One case is a subsonic turbulent boundary layer with constant wall
temperature for which the wall temperature is 1.58 times the freestream temperature and
the other is a supersonic adiabatic turbulent boundary layer subjected to a supersonic
freestream with a Mach number 1.8. The purpose of this study is to test the strong
Reynolds analogy (SRA), the Van Driest transformation, and the applicability of Mork-
ovin’s hypothesis. For the first case, the influence of the variable density effects will be
addressed. For the second case, the role of the density fluctuations, the turbulent Mach
number, and dilatation on the compressibility will be investigated. The results show that
the Van Driest transformation and the SRA are satisfied for both of the flows. Use of local
properties enable the statistical curves to collapse toward the corresponding incompress-
ible curves. These facts reveal that both the compressibility and variable density effects
satisfy the similarity laws. A study about the differences between the compressibility
effects and the variable density effects associated with heat transfer is performed. In
addition, the difference between the Favre average and Reynolds average is measured,
and the SGS terms of the Favre-filtered Navier-Stokes equations are calculated and
analyzed. �DOI: 10.1115/1.2709971�

Keywords: compressible Navier-Stokes equations, compressibility, variable density
effects, turbulent boundary layers
Introduction
The compressibility of flows is a measure of the volume change

r density change of fluids as a response to a pressure change,
=−�1/V���V /�P� or �= �1����� /�P�, under the circumstance

hat the substantial derivative of the density is nontrivial or the
elocity is not divergence free. In this manner, if the pressure
radient or pressure variation is large enough to affect a substan-
ial change in the density of the flow, such a flow is compressible.
he effects associated with the volume change of the fluid ele-
ents in response to the pressure change are regarded as com-

ressibility effects �1�. For gases, the density is a function of
ressure and temperature. Thus, for the gas flows with heat trans-
er, the major contribution of the density change may be from the
emperature change rather than the pressure change. Such flows

ay be nearly incompressible, but the substantial change in the
ensity is nonzero. In order to distinguish such density changes
rom the compressibility effects, we call the effects associated
ith the density change in response to the temperature changes

ather than the changes in the pressure the variable density effects.
learly, for both situations, the governing equations are the com-
ressible Navier-Stokes equations.

In low Mach number turbulent boundary layers, the influence of
ensity fluctuations on the turbulent boundary layer is negligible
s long as the mean density remains constant across the boundary
ayers �2�. Such flows usually are treated as incompressible flows.
owever, the density varies with the distance from the wall once
eat transfer is involved. The density changes that occur with heat
ransfer can greatly deform the turbulent structures. As a result,
he mean velocity profiles will eventually be deformed even

1Present address: Department of Biomedical Engineering, University of Minne-
ota. Minneapolis, MN 55455.
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though the Mach number is small �3�. The nonzero gradient of the
mean density will cause a nontrivial distribution of the substantial
derivative of density. Thus, such flows will be incompressible but
have large density variations.

Huang et al. �4� and Nicoud and Bradshaw �3� suggested using
density-weighted transformations, which are similar to the Van
Driest transformation, to modify the velocity profiles. In this man-
ner the similarity law for incompressible flows can be applied to
compressible turbulent boundary layers or incompressible turbu-
lent boundary layers with a heated wall �4�. Note that Huang et al.
�5� dealt with compressible flows, but Nicoud and Bradshaw �3�
dealt with incompressible flows with strong heat transfer. There-
fore, it is worthwhile to compare the influence of the compress-
ibility effects and variable density effects on the validation of the
Van Driest transformation.

The magnitude of the density fluctuations may be independent
of the Mach number. The earlier experiments found that the den-
sity fluctuations can be neglected if the freestream pressure gradi-
ent is small �2� for a compressible turbulent boundary layer with a
Mach number of �5, particularly in the outer part of the turbulent
boundary layer, which is fundamental to Morkovin’s hypothesis.
However, the very recent direct numerical simulation �DNS� re-
sults for a supersonic turbulent boundary layer with heat transfer
at a Mach number of 2.5 �6� and a thermal turbulent channel flow
at the Mach number 1.5 �7� show that �rms/ �̄ is �0.05 in the
buffer zone and logarithmic layer regions. Large eddy simulation
�LES� results for a turbulent channel flow at the Mach number
0.01 with the significant heat transfer show that �rms/ �̄ is �0.08 in
these regions �8�. In this sense, the contribution of the density
fluctuations to the compressibility effects or variable density ef-
fects in the inner part of the wall shear flow is underestimated for
the wall shear flows that have a Mach number of �5. Addition-
ally, when the Mach number is �5, such a compressibility is
sensitive to the Mach number �9� and weak in the viscous sub-
layer and outer part of the turbulent boundary layers �6,7,9�. To

¯
check �rms/� quantitatively, we calculate an adiabatic supersonic

APRIL 2007, Vol. 129 / 44107 by ASME
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urbulent boundary layer with a Mach number of 1.8. Moreover,
e consider the effect of heat transfer on density fluctuations for

he low Mach number flows.
One influence of the compressibility on the flow is the energy

ransfer from kinetic energy to internal energy. This process is not
eversible. The extra dissipation resulting from the compressibility
elates to the turbulent Mach number Mt=q /c �q is a velocity
cale characteristic of the turbulence and c is a representative
peed of sound�, the density variance �rms/ �̄, the mean of the
ensity, and the pressure dilatation �1�. Note that, by the continu-
ty equation, the mean of density is associated with the mean of
he dilatation �=�ui /�xi and the density fluctuation is associated
ith the dilatation fluctuation �� because D� /Dt+�=0. For an

diabatic compressible supersonic turbulent boundary layer
ACSTBL�, the order of magnitude of the density fluctuation, tur-
ulent Mach number Mat, and the pressure dilatation depends on
he temperature difference across the flow. Thus, energy transfer
rom the kinetic energy to the internal energy is driven by the
radient of the mean density, and the molecular viscosity and the
olenoidal part of turbulent viscosity, which are dominated by
issipation and largely independent of compressibility effects. The
ncreasing Mat is usually associated with the increasing density
uctuations �rms/ �̄ �1�. When Mat is in excess of 0.2–0.3, the
ompressibility effects become significant �10�. DNS results re-
orted by Guarini et al. �6� show that the local Mat exceeds 0.2 in
ost of the inner part of the supersonic turbulent boundary layer

t Ma=2.5. This implies that the compressibility dramatically de-
orms the near wall turbulent structures even though the Mat is

5. Thus, the local distribution of Mat must be argued in order to
nvestigate the compressibility effects. To distinguish the com-
ressibility effects from the variable density effects, the turbulent
ach number Mat, the density fluctuations �rms/ �̄, and the dilata-

ion fluctuation �� are calculated for both the compressible and
ncompressible flows.

An important issue associated with the compressibility and
ariable density effects is the Favre average �11�. To account for
he compressibility and variable density effects, a mass-weighted
veraging, Favre average, was suggested. This idea is similar to
he Van Driest transformation. Without the compressibility and
ariable density, the Favre average is equivalent to the Reynolds
verage. Therefore, the influence of the compressible and variable
ensity effects on the deviation of the Favre average from the
eynolds average should be discussed.
In summary, this paper will focus on testing the strong Rey-

olds analogy, calculating the density fluctuations for both of the
ases, determining the difference between Favre average and Rey-
olds average for velocities and illustrating the influence of Mach
umber and heat transfer on additional terms in the Favre-filtered
avier-Stokes equations.

Governing Equation and Numerical Method

All of the variables were normalized as follows: xi=xi
* /�d, ui

ui
* /Ue, t= t* / ��d /Ue�, �=�* /�e, p= p* /�eUe

2, T=T* /Te, e
e* /Ue

2, �=�* /�e, k=k* /ke, cv=cv
* / �Ue

2 /Te�, R=R* / �Ue
2 /Te�, cp

cp
* / �Ue

2 /Te�, where the subscript e stands for the freestream
roperties and �d was the displacement thickness of the inlet sta-
ion. The reference Mach number was Mae=Ue /��R*Te. The fluid
as assumed to be an ideal gas and the nondimensional equation
f state is: p=�RT. The nondimensional coefficients of viscosity
nd thermal conductivity were evaluated as: �=Tn, where n was
ssumed to be 0.71. The specific heats, cp and cv, were treated as
onstant.

The continuity, momentum and energy equation read:

��
+

��ui = 0 �1�

�t �xi
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��ui

�t
+

��uiuj

�xi
= −

�p

�xi
+

��ij

�xi
�2�

���E�
�t

+
����E + p�uj�

�xj
=

��ui�ij�
�xj

−
�qj

�xj
�3�

where E is the total specific energy �E=cvT+ �1/2�uiui�, �ij is the
shear stress tensor

�ij =
2�

Re
�Sij −

1

3
Skk�ij�

and qj is the heat flux �qj =−�cp� /RePr���T /�xj��.
The numerical method utilized to solve the Navier-Stokes equa-

tions, Eqs. �1�–�3�, was a quasi-Newton method, according to
which the numerical simulation can be reduced to a linear alge-
braic problem: a Jacobian equation, which follows:

J�u = RHS �4�

Here, RHS are the residual errors, �u are the variance, and J is the
Jacobian matrix. The low Mach number flows are nearly incom-
pressible and the condition number for the Jacobian matrix J is
large. This leads to a stiffness problem. In order to achieve a
steady convergence of Eq. �4�, Liu and Pletcher proposed a new
scheme �12�, which is a combination of the SIMPLE methods in-
troduced by Patankar and Spalding �13�, the fractional step meth-
ods developed by Kim and Moin �14� as well as Wall et al. �15�,
and preconditioning techniques �16�.

The main idea of the method is to seek the preconditioning
matrix P and factorization matrix M such that the resolved system

�PJM�M−1�u = P · RHS �5�

has a better distribution of eigenvalues; that is, the eigenvalues of
PJM and M−1 are positive and cluster around 1. The precondi-
tioning matrix P utilized in this paper was proposed by Pletcher
and Chen �17�. The matrix M and M−1 were proposed by Liu �12�.
Such a factorization matrix M−1 taking advantage of the SIMPLE

and fractional step methods decomposes the pressure and velocity
variances and, thus, accelerates the convergence of the code.

A periodic boundary condition was utilized in the spanwise
direction. A characteristic boundary condition �12� was applied at
the outlet and a dynamic recycling inlet method �18� was em-
ployed to generate the fully developed turbulent boundary layer.

3 Results and Discussion
Four cases were calculated by DNS: Cases 1 and 3 were a

turbulent boundary layer with Reynolds number of 2000 based on
the inflow displacement thickness at a Mach number Mae=0.06
with a constant temperature heated wall, Tw=1.58Te. Cases 2 and
4 were an adiabatic supersonic turbulent boundary layer at a Mach
number 1.8, where the Reynolds number is 2000 based on the
displacement thickness. Although case 2 was adiabatic, the wall
temperature of the turbulent boundary layer was 1.58Te because
of the viscous heating effects.

The numerical mesh for cases 1 and 2 was the same, which was
uniform in the streamwise and spanwise directions, but was
stretched in the normal direction, and 	ymin

+ =0.38, 	ymax
+ =65,

	x+=18.4, and 	z+=5. The dimensionless time step 	t+

=0.2�d /U
. The numerical mesh was 240�90�192 correspond-
ing to streamwise, normal, and spanwise directions, respectively.
To check the validity of the numerical simulations, we calculated
cases 3 and 4 by using a finer mesh in which 	ymin

+ =0.28,
	ymax

+ =65, 	x+=12.0, and 	z+=3.6. Figures 1 and 2 plot the first-
and second-order statistics of these cases. Results show that the
numerical mesh is fine enough to capture the first- and second-

order statistical results.
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3.1 Compressibility and Variable Density Effects. For pur-
oses of comparison, a density-weighted transformation proposed
y Huang et al. �5� was utilized to modify the velocity,

Uc = �B	sin−1�A + u

D
� − sin−1� A

D
�
 �6�

here

A =
qw

�w
, B =

2Cpe
Tw

Prt
, D = �A2 + B

he subscript w denotes a wall property, and subscript e denotes
he freestream property. Figure 3 shows the comparison of modi-
ed velocity Uc and u+ to experimental results of an incompress-

ble turbulent boundary layer. Figure 3 indicates that the velocity
rofiles are deformed due to the change of the density across the
oundary layer. Such a deformation causes u+ to depart from the
aw of the wall. However, the modified velocity Uc conforms to
he law of the wall. These numerical results match the theoretical

Fig. 1 Comparison of the mean streamwise velocity profiles
Fig. 2 Comparison of the velocity rms profiles

ournal of Heat Transfer
and experimental conclusions proposed by Huang et al. �5�. The
results confirm that the similarity laws can be approximately sat-
isfied if the density-weighted transformation is applied.

Although the wall temperature was the same for both cases,
u�wall

was different. Considering that the maximum value of U+ is
ue /u�wall

, through Fig. 3, we see that both the heat transfer and
higher Mach number will increase u�wall

, but such a change con-
tributed by heat transfer is larger.

Figure 4 displays the rms profiles of velocities, which were
normalized by the local properties as, Urms

+ =Urms/U�,local and Y+

=YU�,local /local, where U�,local uses the wall shear stress but local
density. More precisely, U�,local=�� /�wallU�,wall. The magnitude
and location of maximum Urms

+ agree with Spalart’s DNS results
�19�. By using the local properties, the Urms

+ of the turbulent
boundary layer on a heated wall nearly coincides with the distri-
bution for an isothermal incompressible turbulent boundary layer.

Fig. 3 Comparison of mean streamwise velocity with experi-
mental results reported by †20‡

Fig. 4 Comparison of rms profiles normalized using local

properties with the DNS results reported by †21‡

APRIL 2007, Vol. 129 / 443



T
b
m

s
a
w
l
o
u
−
t
t
s
t
f
w
w

c
fl
t
fl
d
s
t
f
d
l
d
s
t
s
s
w
l
d
s
p
t
l
d
d
l

4

he DNS and experimental results are both for a Reynolds num-
er of 2000 based on the inlet displacement thickness. The agree-
ent is generally good.
The law of the wall and the defect law for strongly heated

ubsonic turbulent boundary layers were formulated by Meignen
nd Berthoud �4� based on the assumption that the u�v� profile
as not modified by the heating. The theorem was well estab-

ished; however, the assumption seems only valid for certain types
f flows. For examining the assumption, we calculated u�v� by
sing the direct numerical simulations. Figure 5 shows
u�v� /U�,local plotted against Y+=Y�U�,local /local�. The distribu-

ions agree well with the corresponding incompressible curve in
he inner part of the boundary layer. The results shows that u�v�
atisfies the Van Driest transformation but is a function of the
emperature because the local quantities U�,local and local are the
unctions of the local temperature. This feature does not agree
ith the assumption made in �4� for the mixing length formula,
hich said that u�v� does not change with the heat transfer.
When the adiabatic turbulent boundary layer is supersonic, the

ompressibility effects will have a dramatic influence on the
ows. Similarly, for a heated subsonic turbulent boundary layer,

he variable density effects will have a significant influence on the
ows. Compressibility effects and variable density effects will
eform the first- and second-order statistics of velocities and pres-
ure, change the turbulent kinetic energy budget, adjust the aniso-
ropy tensor bij, and amend the energy transport between the dif-
erent turbulent components. The compressibility or variable
ensity effects on the turbulent flows are represented by the fol-
owing components: density fluctuations, gradient of the mean
ensity, pressure dilatation, temperature fluctuations, etc. To
ketch the differences between both effects, the density fluctua-
ions and gradient of the mean density were calculated. Figure 6
hows the mean and rms of density for both cases. The results
how that the wall density is the same for both cases because the
all temperature is the same. But, over most of the boundary

ayer, the subsonic flow with strong heat transfer has a larger
ensity compared with the supersonic flow. Since the mean pres-
ure gradient is very small for both cases, the larger density im-
lies a lower temperature and internal energy. Although the wall
emperature is the same for both cases, the internal energy is
arger for case 2. For both flows, the maximum value of the rms of
ensity is approximately equal. In the near wall region, the rms of
ensity for case 1 is larger than that of case 2, but case 2 has a

Fig. 5 The plots of −�u�v� /U�,local versus Y+
arger value of the rms of density compared to case 1 in the outer

44 / Vol. 129, APRIL 2007
part of boundary layer. For both of the cases, the amplitude of
density fluctuations is over 5% of the freestream density. Morin-
ishi et al. �7� found the density fluctuation of the compressible
turbulent channel flows at Mach number 1.5 is of this level. Wang
and Pletcher �8� reported that the amplitude of the density fluc-
tuation can even be 9% of the freestream density for the very low
Mach number turbulent channel flows if the heat transfer is strong
enough. These results show the influence of variable density ef-
fects on the density fluctuations.

Dilatation effects have been investigated for a number of flows
�1,10,21,22�. However, a comparison of the influence of com-
pressibility and variable density on the dilatation is desired. For
this reason, we calculated the mean and the rms of dilatation �.

Figure 7 shows the mean of the dilatation, �̄�d /u�, and the rms of
the dilatation, ���2�d /u�, where �d is the inlet displacement thick-

Fig. 6 Plot of the mean density, �̄ /�e, and the rms of density,
���2 /�e as functions of Y+

Fig. 7 The mean and rms of dilatation of velocities versus Y+,
i.e., �̄�d /u� and ���2�d /u�, where �d is the displacement

thickness
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ess, �̄=�ui /�xi and ��2= ��ui� /�xi�2. The results show that the

alue of �̄ is nontrivial and reaches a peak value in the buffer zone
or both the subsonic and supersonic turbulent boundary layers.

oreover, the heat transfer will lead to a nontrivial distribution of
� even through the Mach number is a factor 16 smaller than the
ound speed.

Again, from Fig. 7, we notice that variable density effects make

larger contribution to the density changes in terms of �̄ com-
ared to compressibility effects even though the flows have the
ame wall temperature. However, compressibility effects make a
arger contribution to the turbulent dilatation. For the subsonic
ows, although the heat transfer will cause the variable density
ffects, the fluctuations of � or density are still very weak. They
chieve the maximum values in the buffer zone. For the super-
onic flow, much of the kinetic energy is transferred to internal
nergy in the near wall region. This feature leads to the strong
ensity fluctuations. Although case 1 is essentially incompress-
ble, its governing equation should be the compressible Navier-

tokes equations because �̄ and ��2 are all nontrivial.
Morkovin �23� suggested that the turbulence is weakly affected

y compressibility provided the rms fluctuations of the Mach
umber Ma��0.2. Guarini et al. �6� reported that when the Mach
umber is 2.5, the peak values of Ma� and the turbulent Mach
umber Mat of an adiabatic turbulent boundary layer are �0.3. To
llustrate the compressibility of cases 1 and 2, Mat is plotted in
ig. 8. The results show that the subsonic flow at a Mach number
f 0.06 has a very small Mat, although its density and temperature
ary as functions of time and space because of the heat transfer.
he supersonic adiabatic turbulent boundary layer at Mach num-
er 1.8 still exhibits a fairly strong compressibility in the inner
art of the turbulent boundary layer.

The strong Reynolds analogy �SRA� was proposed by Mork-
vin �23� and suggested that

CpT� + u1
˜u1� � 0

ased on Morkovin’s assumption, Guarini et al. �6� found that

u1
�̃T�2

�� − 1�M2T̃�u1�
2

� 1 �7�

he strong Reynolds analogy implies that total temperature fluc-
uations are negligible compared to static temperature fluctuations

Fig. 8 Turbulent Mach number Mat as functions of y+
6�. However, this assumption has limited applicability and must

ournal of Heat Transfer
be reexamined for the different types of turbulent flows. For the
low Mach number turbulent flows with a heated wall, the turbu-
lent heat transfer of the flows relies more on the variable density
rather than the compressibility which associates with the Mach
number. Since the Mach number is close to zero, the denominator
of Eq. �7� approaches zero. The strong Reynolds analogy cannot
be obeyed under this circumstance. Indeed, the strong Reynolds

analogy terms, u1̃
�T�2 / ���−1�M2T̃�u1�

2� was over 300 for case 1
in the most of the boundary layer. However, Eq. �7� was satisfied
by case 2, which was a supersonic turbulent boundary layer. Un-
like the strong Reynolds analogy, we found that the turbulent
Prandtl number given by

Prt =
u1u2
˜ ��T̃/�y�

Tu2
˜��u1

˜/�y�
. �8�

for both supersonic and subsonic turbulent boundary layers agreed
fairly well in the inner wall region. The behavior of the turbulent
Prandtl number has been described by a number of studies
�24–26�. In this study, we compare the influence of compressibil-
ity and variable density on the turbulent Prandtl number. Figure 9

shows the distribution of u1̃
�T�2 / ���−1�M2T̃�u1�

2� and turbulent
Prandtl number Prt as functions of Y+. The results indicate that the
strong Reynolds analogy was satisfied for case 2. Nevertheless,
the turbulent Prandtl numbers Prt for both cases are close to each
other quantitatively in the inner part of the boundary layer, which
ranged from 0.75 to 0.9. As the distance from the wall increases,
the deviation between the turbulent Prandtl numbers increases.

3.2 Favre Average. As we described above, the compressible
Navier-Stokes equations should be solved if strong heat transfer is
involved in wall shear flows even though the Mach number of the
flows is low. To account for property changes, a mass-weighted
averaging is recommended. Favre average �11� is usually utilized
for this purpose. By using the Favre average, the Navier-Stokes
equations are modified. Several additional terms are produced.
These terms need to be modeled for LES schemes. However, in-
formation about the influence of Mach number and heat transfer
on these additional terms in the Favre-filtered Navier-Stokes equa-
tions is lacking. To provide further information for the LES mod-
eling, we calculate both the compressible and incompressible
flows by using DNS and then evaluate these Favre-filtered terms.

Fig. 9 Turbulent Prandtl number Prt as functions of Y+ and the
test of strong Reynolds analogy as express by Eq. „7…
Here, we use DNS to evaluate various subgrid scale quantities

APRIL 2007, Vol. 129 / 445
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hat appear in the filtered equations used in LES; some of these
erms are usually modeled in LES, but some are often neglected.
he Favre-filtered compressible Navier-Stokes equations are

��̄

�t
+

���̄ũj�
�xj

= 0 �9�

���̄ũi�
�t

+
���̄ũiũj�

�xj
= −

�p̄

�xi
+

��̄ij

�xj
−

��ij

�xj
�10�

���̄Ê�
�t

+
����̄Ê + p̄�ũj�

�xj
=

��ũi�̄ij�
�xj

−
�q̄j

�xj
−

�Qj

�xj
− � − � − �

�11�

he effects of the small-scale motions are present in Eqs. �9�–�11�
hrough the subgrid-scale �SGS� stress tensor �ij in the momentum
quation as

�ij = �̄�uiuj
˜ − ũiũj� �12�

nd the SGS terms that are the last four terms on the right-hand
ide of Eq. �11� as

Q j = �̄cv�Tuj
˜ − T̃ũj�

�13�

� = ũi
��ij

�xj
, � = p

�uj

�xj
− p̄

�ũj

�xj
and � = �ij

�ui

�xj
− �̂ij

�ũj

�xj

here Q j is the SGS heat flux vector. The overtilde and overline
tand for the Favre average and Reynolds average, respectively.

By definition, �̃=�� / �̄. A dynamic model proposed by Moin et
l. �27� and recommended by Lilly �28� provides a solution for the
GS stress tensor �ij and heat flux vector q̄ j in the Favre-filtered
quations. The terms �, �, and � can be neglected for the low
ach number flows �29�. However, for flows with moderate Mach

umbers, the influence of �, �, and � on the heat transfer may be
ignificant. Thus, the changes in �, �, and � due to the Mach
umber and heat transfer should be addressed not only for the
odeling of the Favre-filtered equations but also for the under-

tanding of turbulent heat and mass transfer. In this section, we
re going to illustrate the effect of Mach number and heat transfer
n the Favre average, �ij, �, and �.
To present the difference between the Favre average and Rey-

olds average

ũ − ū =
�u

�̄
− ū =

��u�

�̄
�14�

e plot the difference normalized by u� in Fig. 10. The maximum
alue in Fig. 10 is a factor of 20 smaller than that of Fig. 4 for
oth of the cases. This implies that the difference between the
avre average and Reynolds average exists but is small. And such
difference can be neglected under the circumstance that 5%

rrors are acceptable for turbulence modeling. This feature has
een found in the experimental study of supersonic jets with a
ach number ranging from 0.8 to 1.8 �30�.
The SGS stress tensor can be decomposed as

�ij = �̄�uiuj
˜ − ũiũj� = �̄ui�uj� + ��ui�uj� − ��u�j��u�i/�̄ = �ijt

+ �ijc
+ �ijF

�15�

he first term �ijt
= �̄ui�uj� is associated with the mean density �̄

nd the Reynolds SGS stress tensor ui�uj�, where ui�uj�=uiuj − ūiūj;
he second term �ijc

=��ui�uj� relates to the compressible part of �ij,
nd the last term �ijF

=��u�j��u�i / �̄ describes the contribution of
he difference between Favre and Reynolds averages. Figure 11
ives a comparison of those components. The results show that
he major contributions of �11 and �22 are from �̄u1�u1� and �̄u2�u2�,

espectively. The compressibility and the variable density effects

46 / Vol. 129, APRIL 2007
do not have a significant effect on �11 and �22.
Figure 12 plots � and � for both cases, where �= ũi���ij /�xj�

and �= p��uj /�xj�− p̄��ũj /�xj�. By Fig. 12, we found that both �
and � take on larger values for case 1 compared to case 2. This
implies that heat transfer has a larger influence on � and � than
the compressibility effects if both flows have the same wall tem-
perature. Clearly, � contains the pressure dilatation p���uj� /�xj�,
which is the pressure dilatation relative to the compressibility. The
magnitude of � and � is of the order 10−3, which is much smaller
than the amplitude of the heat flux. Thus, � and � can be ne-
glected even though the Mach number of flow is 1.8 and wall
temperature is Tw=1.58Te.

Fig. 10 Comparison of „u1
˜ −u1… /u�

Fig. 11 The components of �11. The solid line is �11, the
dashed line is the �11t

, the dashed-dotted line is �11c
, and the

dashed-double-dotted line is �11F
. The square samples are �22,

the triangle samples are �22t
, the right triangular samples are

� , and the left triangular samples are � .
22c 22F
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Conclusions
Two turbulent flows with a Reynolds number 2000 based on the

nflow displacement thickness was calculated by using DNS: Case
was an subsonic turbulent boundary layer at Mach number 0.06

ver a heated wall and Tw=1.58Te and case 2 was an adiabatic
upersonic turbulent boundary layer at a Mach number of 1.8. The
eat transfer driven by the heated wall will cause the variable
ensity effects of the turbulent boundary layer even when the
ach number of flows is as small as 0.06. The results show that

he Van Driest transformation can help to collapse the mean pro-
les of velocity to the corresponding incompressible curves. By
sing the local properties, the rms of velocities for both of the
ows can approach the incompressible curves. These facts reveal

hat both of the compressibility and variable density effects satisfy
he similarity laws. The compressibility effects have a different
ontribution to the fluctuations of the dilatation compared to the
ariable density effects. The turbulent dilatation of supersonic
ows is stronger than that of the lower Mach flows if the wall

emperature is the same. The calculation of Mat indicates that the
ach number 1.8 is large enough to produce the compressibility

n the inner part of the turbulent boundary layer. The strong Rey-
olds analogy proposed by Morkovin �23� was tested. The results
ndicate that the Morkovin’s hypothesis is obeyed by the adiabatic
upersonic turbulent boundary layer at Mach number 1.8. The
ariable density effect has a large influence on the density fluc-
uations. For both cases 1 and 2, the rms of the density fluctua-
ions were 5% of the freestream density although the distributions
cross the boundary layer were different.

In addition, the Favre average was examined by this paper. The
ifference between the Favre average and Reynolds average was
easured. The results show that such a difference is small com-

ared to the rms of velocities for both cases. The SGS stress
ensor �ij was evaluated; we found that �ij can be approximated by
ui�uj�. Furthermore, the calculation shows that � and � are neg-
igible even when the Mach number is 1.8 as well as for a low-
peed case with a heated wall, Tw=1.58Te. These features help to

ig. 12 Comparison of � and � versus Y+, where the solid line
s � for the case 1, the dashed-dotted line is � for the case 2,
he dashed line is � for the case 1, the dashed-double-dotted
ine if � for the case 2
implify the turbulence modeling of compressible flows.

ournal of Heat Transfer
Acknowledgment
The authors thank the referees for their suggestions and recom-

mendations. This research was partially supported by the Air
Force Office of Scientific Research through Grant No. F49620-01-
1-0113 and the National Science Foundation though Grant No.
CTS-9806989. The Iowa State High Performance Computing
Center and the University of Minnesota Supercomputing Institute
provided computational resources needed for this research.

Nomenclature
Red � Reynolds number based on inflow displace-

ment thickness
�d � boundary layer displacement thickness
x � Cartesian coordinates normalized by inflow

displacement thickness
u� � fluctuations
U� � boundary layer friction velocity, ��w /�
y+ � nondimensional normal distance, yU� /

U+ � nondimensional velocity, U /U�

Subscript
e � freestream property
w � wall property

local � local property
rms � root mean square
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Turbulent Heat Transfer in Ribbed
Coolant Passages of Different
Aspect Ratios: Parametric Effects
Turbulent flow and heat transfer in rotating ribbed ducts of different aspect ratios (AR)
are studied numerically using an unsteady Reynolds averaged Navier–Stokes procedure.
Results for three ARs (1:1, 1:4, and 4:1) and staggered ribs with constant pitch �P /e
=10� in the periodically developed region are presented and compared. To achieve peri-
odic flow behavior in successive inter-rib modules calculations are performed in a com-
putational domain that extends to two or three inter-rib modules. The computations are
carried out for an extended parameter set with a Reynolds number range of 25,000–
150,000, density ratio range of 0–0.5, and rotation number range of 0–0.50. Under
rotational conditions, the highest heat transfer along the leading and side walls are
obtained with the 4:1 AR, while the 1:4 AR has the highest trailing wall Nu ratio and the
lowest leading wall Nu ratio. The 1:4 AR duct shows flow reversal near the leading wall
(leading to low Nu) at high rotation numbers and density ratios. For certain critical
parameter values (low Re, high Ro, and/or DR), the leading wall flow is expected to
become nearly stagnant, due to the action of centrifugal buoyancy, leading to conduction-
limited heat transfer. The 4:1 AR duct shows evidence of multiple rolls in the secondary
flow that direct the core flow to both the leading and trailing surfaces which reduces the
difference between the leading and trailing wall heat transfer relative to the other two AR
ducts. �DOI: 10.1115/1.2709653�
ntroduction
In internal cooling of turbine blades, coolant air is circulated

hrough serpentine ribbed passages and discharged through bleed
oles along the trailing edge of the blade. A schematic of the
erpentine passages within the blade is illustrated in Fig. 1�a�.

ith rotation, the flow is subjected to Coriolis forces and
entrifugal-buoyancy effects. Coriolis forces generate secondary
ows in the cross-sectional plane, directed from the leading sur-
ace to the trailing surface in the radially outward flow passage. It
s generally believed that these forces produce two symmetric
olls in the cross-sectional plane, and reduce heat transfer from the
eading surface from where the flow lifts off and enhance heat
ransfer on the trailing surface where the flow impinges.
entrifugal-buoyancy effects also become important at high rota-

ion numbers and density ratios, and for radially outward flow, the
rimary centrifugally buoyancy forces are directed radially inward
roducing competing effects of enhanced turbulence �as in
ounter-shear flows� and reduced inertial forces �as in opposed
ixed convection�. Since rotation produces the combined effects

f Coriolis forces and buoyancy forces, the resulting secondary
ows are quite complex, strongly three dimensional, and un-
teady. In order to accurately predict the heat transfer, the predic-
ive procedure should be capable of resolving the large-scale un-
teadiness in the flow.

The cross section of a turbine blade varies considerably over its
xial chord as its thickness changes from the front leading edge to
he trailing edges. Near the midchord regions, the coolant passage
s almost square in cross section aspect ratio ��AR� of 1:1�, and
his AR has been extensively studied in the literature. However,
he low AR coolant passages which are encountered in the thickest
ortion of the blade and the high AR’s representing passages in
he thinnest portion or the trailing edge regions of the blade have
eceived considerably less attention in the literature. Since the

Contributed by the Heat Transfer Division of ASME for publication in JOURNAL OF

EAT TRANSFER. Manuscript received January 16, 2005; final manuscript received

une 8, 2006. Review conducted by Phillip M. Ligrani.
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strength and the pattern of the secondary flow are expected to be
influenced by the AR, the investigation of the effect of the AR on
the flow and heat transfer behavior is necessary, particularly for
parameter ranges of relevance to engine conditions.

Experimental investigations of flow and heat transfer in smooth
and rib-roughened channels have been carried out by a number of
different researchers �Han and Park �1�, Han et al. �2�, Zhou et al.
�3�, Wagner et al. �4�, and Johnson et al. �5��. More recently, Chen
et al. �6� have reported detailed mass transfer �naphthalene subli-
mation� measurements in a stationary duct having a sharp 180 deg
bend. Azad et al. �7� have studied the effect of the channel orien-
tation in a two-pass rectangular duct for both smooth and 45 deg
ribbed walls. In a recent study, heat transfer in a rib-roughened
rectangular channel with aspect ratio 4:1 has been reported by
Griffith et al. �8�.

Most of the earlier computational studies on internal cooling
passage of the blades have been restricted to three-dimensional
steady Reynolds averaged Navier–Stokes �RANS� �SRANS�
simulations �9–12�. The flow and heat transfer through a two-pass
45 deg rib-roughened rectangular duct having aspect ratio of 2.0
has been conducted by Al-Qahtani et al. �13� using a Reynolds
stress turbulence model. They have found reasonable match with
experiments, although in certain regions there are significant dis-
crepancies. In Al-Qahtani et al. �13�, it is argued that two equation
models are unsatisfactory for rotating ribbed duct flows, and that a
second moment closure is needed for accurate predictions.

A key deficiency of SRANS is their inability to properly repre-
sent the unsteady dynamics of large-scale structures in the turbu-
lence model. Direct numerical simulation �DNS�, large Eddy
simulation �LES�, and Unsteady RANS �URANS� provide alter-
native and superior approaches to SRANS simulation procedures.
In DNS, LES, and URANS all or a portion of the unsteady spec-
trum is resolved. In DNS all scales are resolved, and no modeling
is introduced. In LES, all dynamics of turbulent eddies above a
cutoff filter �twice the mesh size� are resolved while only the
small-scale fluctuations are modeled. In URANS, all turbulent

fluctuations are modeled while the unsteadiness in the large-scale

APRIL 2007, Vol. 129 / 44907 by ASME
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ulk motions is resolved. Thus, URANS aims to capture only the
rst few fundamental frequencies and models the remaining spec-

rum of fluctuating motions using a standard turbulence closure.
Unsteady flow simulations in rotating coolant passages are very

imited. Flow through a rotating square smooth duct has been
imulated using LES by Pallares and Davidson �14�. They present
urbulent stress budgets in their study. A rotating duct with rib
oughened walls has been investigated numerically using LES by

urata and Mochizuki �15�. The effect of centrifugal buoyancy
nd different rib orientations was investigated in their study. Saha
nd Acharya �16� reported a comparison of URANS and LES for

rotating 1:1 AR ribbed duct, and concluded that the time-
veraged URANS and LES predictions agree well with measure-
ents, and with each other. Murata and Mochizuki �17� carried

ut an LES study of flow and heat transfer in an orthogonally
otating rectangular duct having AR of 1:1, 1:2, and 1:4 with
nline transverse ribs. It was observed that the smaller aspect ratio
ases are most affected by the rotation and this effect increases
ith rotation number. The effect of 60 deg angled ribs in different

spect ratio �4:1, 2:1, 1:1, 1:2, and 1:4� ducts was investigated in
recent study by Murata and Mochizuki �18�.
Since there are limited number of studies that explore the role

f aspect ratio on the fluid flow and heat transfer in a rotating
ibbed duct, the goal of the present paper is to use URANS to
tudy the effect of aspect ratio for a range of Reynolds number,
otation number and density ratio of relevance to gas turbine in-
ustry. In the present study, three ARs of 1:1, 4:1, and 1:4 are
tudied for a Reynolds number �Re� range of 25,000–150,000,
ensity ratio �DR� range of 0–0.5, and for rotation numbers �Ro�

Fig. 1 „a… Schematic of a typical inter
dimensional computational model of a p
n the range of 0–0.50. None of the available studies in the litera-

50 / Vol. 129, APRIL 2007
ture provide information over the extended parametric range re-
ported here, and as noted earlier, the majority of the detailed ex-
perimental and computational parametric studies are limited to the
1:1 AR case. Furthermore, the present study utilizes an unsteady
RANS �URANS� calculation procedure in order to provide a more
accurate estimate of the duct heat transfer and fluid flow. In an
earlier study, Saha and Acharya �16� demonstrated that for a ro-
tating ribbed duct flow, URANS calculations of the averaged Nus-
selt number were in close agreement with LES and experimental
data �5�.

Governing Equations and Boundary Conditions
The geometrical model of the problem to be studied is pre-

sented in Fig. 1�b�. The ribs of dimensions, e�e, form a periodic
pattern with streamwise pitch of Lx. For the majority of the cal-
culations, the periodic module in the streamwise direction consists
of two ribs. Preliminary studies have shown that a periodic mod-
ule consisting of one rib suppressed unsteadiness at low Reynolds
number and rotation number, while periodic modules containing
two or more ribs were able to sustain large-scale unsteadiness.
The working fluid chosen in the present study is air whose Prandtl
number is 0.7.

The unsteady Navier–Stokes equations along with the incom-
pressibility constraint have been numerically solved in the present
study. The equations for continuity, momentum, and energy equa-
tions in dimensionless form are expressed as

��u�i = 0 �1�

cooling strategy †5‡; and „b… a three-
odic inter-rib module showing two ribs
nal
�xi
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here ��t� is the linear component of the nondimensional pres-
ure that has to be adjusted in each time step to get the desired
ass flow rate, ���= ��T�− �T�w� / ��T�m1− �T�w�; �ij =ui�uj�; and qj

−uj���. The terms ���ij and �q� j in Eqs. �2� and �3� are the tur-
ulent stress contributions that have to be modeled. Here, �T�w is
he wall temperature and �T�m1 is the bulk temperature of the fluid
valuated at the inlet section of the computational domain. The
nknown function � in the energy equation is given by

� =
1

�T�m1 − �T�w

�

�t
��T�m1 − �T�w�

he coupling between ��� and � can be solved iteratively as de-
cribed by Wang and Vanka �19�. In the above equations the ve-
ocities are nondimensionalized with the average velocity �uav�,
ll lengths are scaled with the dimensions of the square cylinder,
, pressure is scaled with ��uav�2, and time is scaled by B / �uav�.

Unsteady RANS Turbulence Model. The URANS calcula-
ions have been carried out using a two-equation ��k� and ����

odel. The turbulence closure is based on the gradient transport
ypothesis, which correlates ���ij to the phase averaged stain-rate
ensor

���ij = − ui�uj� = − 2	T�S�ij +
�ij

3
���kk �4�

here �ij is the Kronecker delta, ���kk=uk�uk�, and �S�ij is given by

�S�ij =
1

2
� ��u�i

�xj
+

��u� j

�xi
�

he turbulent eddy viscosity and turbulent thermal diffusivity are
iven in nondimensional forms as follows

	T = C
Re
�k�2

���

nd

�T = C
Re Pr
�k�2

�t���

here �T is the turbulent Prandtl or Schmidt number. For k and �
quations, the Kato-Launder model �20� is found to be suitable for
luff body flows since it can handle the stagnation zone properly
y reducing the turbulent production in this region. In this model
20�, the production of turbulent kinetic energy is written in terms
f rotation and shear of fluid elements instead of only shear. The
ondimensional transport equations for k and � are as follows

��k�
�t

+
�

�xi
	�k��u�i
 =

1

Re

�

�xi
� 	t

�k

��k�
�xi

� + Pk − ��� �5�

����
�t

+
�

�xi
	����u�i
 =

1

Re

�

�xi
� 	t

��

����
�xi

� + C�1Pk
���
�k�

− C�2
���2

�k�
�6�
here
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Pk = C
����S���, �� =
�k�
���
1

2
� ��u�i

�xj
−

��u� j

�xi
�2

The parameters for the above equations are given in Table 1.
The periodic boundary conditions for velocities, pressure, and

the turbulent kinetic energy and dissipation rate are expressed as

����x + nLx,y,z,t� = ����x,y,z,t� �7�

where ���ui , p ,k ,��; Lx is the distance between two ribs; and n
represents the number of inter-rib module needed for periodicity.
The corresponding periodic boundary conditions for the energy
equations are

�̄�x + nLx,y,z,t�

�̄m2

=
�̄�x,y,z,t�

�̄m1

�8�

where �̄m1 and �̄m2 are the nondimensional bulk temperatures at
the inlet and outlet of the computational domain.

The channel and obstacle surfaces are treated as no-slip bound-
aries. All the walls are heated ����w=0�. The normalized kinetic
energy is set to zero at all solid surfaces while zero Neumann
boundary conditions are used for the nondimensional dissipation.
For near wall modeling, standard wall functions are used and
grids are generated such that the Y+ values of the near-wall grid
point lie between 15 and 40.

Solution Method
The differential Eqs. �1�–�3� are solved on a staggered grid by

using a modified version of the MAC algorithm of Harlow and
Welch �21�. In the present study, convective and diffusion terms
are approximated by a third-order upwinding scheme and a
second-order central differencing scheme, respectively. An ex-
plicit, second-order, Adams–Bashforth differencing scheme is
used for the time advancement of the convection and diffusion
terms. Once the corrected velocities are obtained using continuity
and momentum equations, the energy equation is solved using a
second-order temporal �Adams–Bashforth� differencing scheme.
The convective and diffusive terms of the energy equation are
discretized using the third-order upwinding scheme of Kawamura
et al. �22� and a second-order central differencing scheme, respec-
tively. The details of the numerical method are described else-
where �23�.

The present simulations of the square duct are carried out using
a grid size of 122�48�50 for the two inter-rib periodic modules.
A nonuniform mesh with cells packed toward all the solid bound-
aries has been used to resolve the near-wall viscous effects. The
results were tested for grid independence by comparing the results
obtained for a single periodic module square duct with 50�32
�42 and 62�48�50 grid cells. The finer grid contains over
twice the number of total grid cells as the coarser grid, but the
surface-averaged Nusselt number along the side walls show a dif-
ference of 2.7% while the leading and trailing walls reveal a dis-
crepancy of 1.6% and 1.7%, respectively. The grid sizes for both
one-rib and two-rib periodic module�s� are the same in the vertical
and transverse directions, while in the streamwise direction the
number of cells is doubled for the two-rib periodic module. There-
fore, all the computations for two-rib periodic modules are carried
out using a grid size of 122�48�50, and are expected to be grid
independent. For a 1:4 AR duct, the grid points in the vertical–

Table 1 Model parameters

C
 C�1 C�2 �k ��

0.09 1.44 1.92 1.0 1.3
height direction are increased and a mesh size of 122�48�78 is
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sed, while for the 4:1 AR duct the grid points in the transverse-
idth directions are increased and computations are carried out
sing a mesh size of 122�72�58.

Since the present method uses an explicit scheme, the time step
s selected using a CFL �Courant-Frederich-Levy� criterion.
herefore, the time step used in the present study is in the range
.0003–0.0005 depending on the Reynolds number, rotation num-
er, and density ratio. For time-averaged statistics presented here,
he averaging is done for at least 15 flow-through time periods
hich results in a total number of time steps in the range of
�104–105.

alidation
The present code has been validated thoroughly for both the

aminar and turbulent flow in a channel with periodic array of
ylinders �23,24�. The code has also been validated against pub-
ished results for the flow past a square cylinder placed in an
nfinite medium. The computed drag coefficient and the Strouhal
umber match the experimental results �25�.

For the purposes of the present paper, the present code has been
alidated by comparing the present URANS predictions with pub-
ished measurements and SRANS computations for rotating
ibbed duct �12�. Figure 2 shows the comparison of the stream-
ise �Figs. 2�a� and 2�b�� and cross-stream velocities �Figs. 2�c�

nd 2�d�� at two different locations. It is to be noted that in Fig. 2,
he origin of the z axis has been shifted to the trailing wall. The
treamwise velocity of the present study matches better with ex-
eriments than the computations of Iacovides �12� at both loca-
ions. The cross-stream velocities are slightly underpredicted rela-
ive to the experimental values. However, the cross-stream
elocities are relatively low in magnitude, and given the measure-
ent and numerical uncertainties, this level of underprediction in

Fig. 2 Comparison of streamwise velocity and cross-stream
rib on the leading wall and „b… and „d… at a location in betwee
he small v-velocity magnitude is acceptable.

52 / Vol. 129, APRIL 2007
Computations have also been carried out in a square ribbed duct
for flow parameters that correspond to the experimental configu-
ration of Johnson et al. �5�. The validation is carried out for 1:1
AR duct at various rotation numbers by comparing the results
with experiments. Table 2 lists the Nusselt number ratio on both
leading and trailing walls at various rotation numbers for both
experiments and computations. At a Ro=0.12, the differences be-
tween the predictions and measurements are about 10% on the
leading wall and 1.25% on the trailing wall. At Ro=0.25, the
agreement with the measurements at Ro=0.22 exhibit a maximum
difference of 12%. For stationary conditions, the agreement shows
an average �for both ribbed surfaces� deviation of around 10%.
This level of match in the measured and predicted Nusselt number
is quite satisfactory and provides additional validation and confir-
mation of the numerical techniques and models utilized. The
agreement of the predictions with respect to the measurements to
within 12% should be viewed in the context of the experimental
uncertainty which is itself on the order of 15% as reported in Ref.

Table 2 Comparison of measureda and predicted „present… Nu
ratio at various rotation numbers

Aspect
ratio

Rotation
number

Nusselt number, Nu/Nu0

Leading wall Trailing wall

Present Johnson et al.a Present Johnson et al.a

1:1 0.00 2.37 2.50 2.37 2.80
0.12 1.71 1.91 3.17 3.21
0.22 1.63 3.51
0.25 1.84 3.54
0.32 1.65 3.94
0.50 2.05 4.27

a

city at „a… and „c… a streamwise location passing through the
he two consecutive ribs on leading and trailing wall
velo
See Ref. �5�.
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5�. Therefore this level of agreement should be considered to be
dequate justification for the use of the k-� turbulence model used
n this paper.

esults and Discussion
The time-averaged flow and heat transfer characteristics for the

arious aspect ratio rotating ribbed ducts is presented in this pa-
er. For every aspect ratio, the effects of Reynolds number, rota-
ion numbers, and density ratio are studied. The Reynolds number,
otation number, and density ratio considered for the present study
re in the range of 25,000–100,000, 0–0.5, and 0–0.5, respec-

ig. 3 Effect of Reynolds number on „a… leading wall; „b… trail-
ng wall; and „c… side wall at various AR ducts for Ro=0.12 and
R=0.13
ively. For comparison at various Reynolds numbers, the rotation

ournal of Heat Transfer
number and the density ratio are fixed at 0.12 and 0.13, respec-
tively. Similarly, a Reynolds number of 25,000 and a density ratio
of 0.13 are chosen for studying the rotation number effect, while a
Reynolds number and a rotation number of 25,000 and 0.12, re-
spectively, are used to compare the flow and heat transfer charac-
teristics at different density ratios.

Effect of Re. The Nusselt number normalized with respect to
the smooth duct value, Nu/Nu0, �Nu0=0.0176 Re0.8� on the lead-
ing wall is presented in Fig. 3�a� for the three AR ducts. The
Nusselt number ratio decreases with increasing Reynolds number
for both the 1:1 and 4:1 AR duct while it increases for the 1:4 AR
duct. For 1:4 AR, the heat transfer ratio is very low at the lower
Reynolds numbers �about 0.3 at Re=25,000�, due to near-stagnant
flow or weak flow reversal near the leading wall. An increase in
Re increases the flow velocities near the leading wall from the
near-stagnant conditions at the lower Reynolds numbers, and
therefore leads to substantial increases in the heat transfer. This
leads to the observed increase in Nu/Nu0 ratio with Re at this AR.
At other ARs, the near-stagnant flow conditions and complete
flow reversal near the leading wall is not obtained, and therefore
increases in Nu with Re are more moderate, and offset by higher
increases in Nu0 with Re, leading to a decrease in Nu/Nu0 with
Re. The maximum heat transfer ratio for 1:4 AR is about 1.0 �at
Re=150,000� while it is the highest for 4:1 �about 3.0 at Re
=25,000�. The dependence on Reynolds number is the largest for
the 1:4 AR �with nearly a fourfold increase in Nu/Nu0 over the Re
range considered�, intermediate for the 4:1 AR duct �with nearly a
50% corresponding decrease in Nu/Nu0�, and it is the lowest for
1:1 AR duct �with less than a 30% decrease in Nu/Nu0 with Re�.

The variation of Nusselt number ratio on the trailing wall with

Fig. 4 Streamtraces and temperature contours at midtrans-
verse plane for Re=25,000, Ro=0.12, and DR=0.13: „a… AR
=1:1; „b… AR=1:4; and „c… AR=4:1
Reynolds number is shown in Fig. 3�b�. For all AR, the Nusselt
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umber ratio decreases with increasing Reynolds number. Unlike
he other two walls �leading and side walls� where the 4:1 AR duct
hows the highest heat transfer, the trailing wall reveals the high-
st heat transfer for the 1:4 AR duct. Thus, the 1:4 AR duct shows
he lowest heat transfer on the leading wall, but gives the highest
eat transfer on the trailing wall. This observation is related to the
agnitude of the velocity, since for the 1:4 AR duct the flow near

he leading wall is the lowest and that near the trailing wall is the
ighest �about 1.8 in nondimensional units compared to the value

Fig. 5 Streamtraces and temperature cont
DR=0.13 and „a… Re=50,000 and „b… Re=10

Fig. 6 Secondary flow structures superimposed on
Re=25,000 for various aspect ratios: „a… AR=1:1; „b…

wall.

54 / Vol. 129, APRIL 2007
of 1.3 for 1:1 AR duct�. This higher momentum fluid near the
trailing wall for 1:4 AR causes the higher heat transfer. The Nus-
selt number dependence on Re is also the highest for the 1:4 AR
duct, but the Nu ratio asymptotes after a Re=100,000 for 1:1 and
4:1, while for 1:4 AR the Nusselt number ratio reveals a strong
dependence on the Re for the whole Re regime studied in the
present work. At the lowest Reynolds number �Re=25,000�, the
1:4 AR duct shows the highest trailing-wall heat transfer, a ratio of

s at mid transverse plane for Ro=0.12 and
00; AR=1:4

perature contours at x=0.5 for Ro=0.12, DR=0.13,
=1:4; and „c… AR=4:1. Bottom surface is the leading
our
tem
AR
Transactions of the ASME
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.05, while the 1:1 AR duct gives the minimum heat transfer ratio
f 3.16. However, with increasing Reynolds number the differ-
nce in heat transfer on the trailing wall between the different AR
ucts decreases and becomes nearly the same ��1.2–1.6�, imply-
ng a decrease in the rotational effects.

Figure 3�c� presents the Nusselt number ratio as a function of

Fig. 7 Distribution of Nusselt number on leading walls
AR=1:4; and „c… AR=4:1

Fig. 8 Axial variation of spanwise averaged Nusselt number

„AR… for Re=25,000 and 100,000 and Ro=0.12 and DR=0.13

ournal of Heat Transfer
Reynolds number on the sidewall. There is a consistent trend of
heat transfer ratio decreasing with Reynolds number for both 1:1
and 4:1 AR ducts. However, for the 1:4 AR duct, the heat transfer
ratio decreases up to a Reynolds number of 100,000 and then
shows an increase with Re. The 4:1 AR shows the highest heat
transfer �Nu ratio: 2.17 to 3.18� on the sidewalls followed by the

Re=100,000, Ro=0.12, and DR=0.13: „a… AR=1:1; „b…

„a… leading wall; and „b… trailing wall at various aspect ratios
at
on:
APRIL 2007, Vol. 129 / 455
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:4 AR duct �Nu ratio: 1.91 to 2.61� while the 1:1 AR duct reveals
he lowest heat transfer ratio in the range of 0.50 to 1.46. At the
ighest Re, the side wall Nu/Nu0 becomes comparable in value to
he ribbed trailing wall for the 4:1 and 1:4 ARs, while for the 1:1
R the sidewall exhibits lower Nu/Nu0 values relative to the

railing and leading surfaces.
Figure 4 presents the streamtraces superimposed on the tem-

erature contours at the midtransverse plane at Re=25,000, DR
0.13, and Ro=0.12 for various AR ducts. The 1:1 AR �Fig. 4�a��
nd 4:1 AR �Fig. 4�c�� ducts show a similar flow pattern, that of
ow separation at the front edges of the ribs and subsequent reat-

achment on the leading/trailing walls. No significant differences
n this flow pattern are seen at higher Re, and therefore are not
resented here. However, the 1:4 AR duct does not show reattach-
ent at the leading wall �Fig. 4�b��. In the inter-rib region along

he leading wall, the flow exhibits a three-dimensional �3D� sepa-
ation, as evidenced by the saddle point in Fig. 4�b�, due to the
ffect of the opposing centrifugal buoyancy and Coriolis forces.
he 1:4 AR duct shows the most significant effect of rotation �in

erms of the differences along the leading and trailing surfaces�
ue to its longer transverse length in the direction of rotation.
urther, the streamlines near the leading wall show structural
hanges with increasing Re �due to competition between inertial
nd buoyancy forces� as opposed to the other two ARs where no
tructural changes in the flow pattern are observed with increasing
e. This is illustrated in Fig. 5 which shows the streamtraces

uperimposed on the temperature contours at the midtransverse
lane for the 1:4 AR at Re=50,000 and 100,000 �DR=0.13, Ro
0.12�. With increasing Reynolds number �Re=100,000�, the

eparated flow bends further toward the leading wall, thus giving
smaller transverse recirculation region between the two ribs.
owever, the flow is fully separated between the ribs, exhibits

haracteristics of a cavity flow, and appears more 2D in nature �no
addle points in the mid transverse plane as seen in Fig. 4�b��. The
omparison of Figs. 4�b� and 5 at the three different Reynolds
umber suggests that the flow near the wall largely depends on the
atio of the inertia and the buoyancy force. If buoyancy force
ominates over the inertial force the flow has a tendency to sepa-
ate within the bulk flow �shown later in Fig. 16 while discussing
he effect of density ratio�. At low Re, the buoyancy force at high
o and DR dominates near the leading wall and leads to a situa-

ion of near-stagnant flow or flow reversal in the bulk flow. As
eynolds number increases, the increasing inertia force counter-
cts the buoyancy force and flow reversal is restricted to the inter-

Fig. 9 Transverse variation of local Nusselt number o
ratios „AR… and Re=25,000 and 100,000 and Ro=0.12 a
ib region. However, even at Re=100,000, the flow near the lead-

56 / Vol. 129, APRIL 2007
ing wall of the 1:4 AR does not show any sign of reattachment
�unlike the other two AR cases�. Instead of reattachment, as in a
backstep flow, the flow near the leading wall exhibits characteris-
tics of an open-cavity flow, and Fig. 5 indicates that there is com-
munication in the flow between adjacent cavities.

The secondary flow structures and the temperature contours at
x=0.5 have been shown in Fig. 6 for the three AR ducts and Re
=25,000 �DR=0.13, Ro=0.12�. For both 4:1 and 1:1 ARs, at this
x location, the flow near the leading wall is separated while that
near the trailing wall is attached. For all ARs, the Coriolis force
results in the generation of secondary flows directed upward to-
ward the trailing wall and descending along the sidewalls. This
causes the migration of the colder core flow toward the trailing
surface, leading to higher heat transfer coefficients at this surface.
Where the flow is separated near the leading wall, a Coriolis com-
ponent toward the leading wall is also generated leading to
counter-rotating eddies near the leading wall as seen in Fig. 6�a�.
Unlike the 1:1 and 1:4 AR ducts, the 4:1 AR duct shows multiple
vortices along its span, which results in the better mixing of fluid
between the leading and trailing walls, and causes a smaller varia-
tion of heat transfer between the two walls. For the 4:1 AR, the
strong secondary vortices seen just adjacent to the two sidewalls
cause the sidewall heat transfer to become the highest for this AR
as observed earlier in Fig. 3�c�.

The variation of Nusselt number along the leading walls for the
three AR ducts is presented in Fig. 7 for Re=100,000, DR=0.13,
and Ro=0.12. The heat transfer is highest in the region where the
flow reattaches and is low in the recirculation region behind each
rib. The 1:1 AR duct shows two lateral patches of high heat trans-
fer between two consecutive ribs where the flow reattaches �due to
the counter-rotating secondary eddy structure near the leading
wall in Fig. 6�a�� but the 1:4 AR duct shows one single zone of
high heat transfer between the ribs. However, the 4:1 AR duct
characterized by a multiple-roll secondary flow pattern, shows
three lateral zones of high heat transfer with the highest heat
transfer zones closer to the sidewalls. The overall leading wall
heat transfer �Nu� for 1:1, 1:4, and 4:1 AR ducts are calculated be
70.25, 34.26, and 96.38, respectively. The 1:4 AR duct shows the
lowest heat transfer because of the large separation region span-
ning the entire inter-rib cavity near the leading wall as shown in
Fig. 6.

The axial variation of the spanwise-averaged Nusselt number
ratio on both leading and trailing walls is shown in Fig. 8 for the
different AR ducts and two Reynolds numbers of 25,000 and

a… leading wall; and „b… trailing wall at various aspect
DR=0.13
n: „

nd
100,000 �Ro=0.12 and DR=0.13�. The Nu/Nu0 on the rib surface
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s not shown for clarity. The heat transfer on both walls shows
imilar qualitative distributions. The heat transfer peaks in-
etween the ribs where the flow reattaches and is low in the sepa-
ation zones immediately ahead and behind each rib. In general,
he Nusselt number decreases with Reynolds number on both the
eading and trailing walls. The exception to this observation is the
eading wall distribution for the 1:4 AR duct, which shows a lower
eat transfer ratio at the lower Reynolds number. For this 1:4 AR
ase, as noted earlier, due to buoyancy-induced flow separation,
he leading wall heat transfer is very low. On the other hand, the

ig. 10 Effect of rotation number on: „a… leading wall; „b… trail-
ng wall; and „c… sidewall at various AR ducts and Re=25,000
nd DR=0.13
:1 AR duct gives the highest heat transfer with a significant dif-

ournal of Heat Transfer
ference between the two Reynolds number values. The heat trans-
fer on the trailing wall for 1:4 AR duct is less than the 4:1 AR duct
but comparable to the 1:1 AR duct.

Figure 9 shows the transverse local Nusselt number ratio distri-
bution on both leading and trailing walls for various AR ducts and
two Reynolds numbers. Except at the corners, the distribution
does not show significant variation along its span for 1:1 and 1:4
AR ducts. However, moderate variation �20–40%� in the heat
transfer along the transverse direction is observed for the 4:1 AR
duct. The reason is due to the longer span that accommodates
multiple secondary rolls.

Effect of Ro. The effect of rotation number on the leading wall
for the three AR ducts is illustrated in Fig. 10�a�. At no rotation,
the leading wall heat transfer ratios for the 1:4, 1:1, and 4:1 AR
ducts are 1.10, 2.37, and 3.34 respectively. This trend with the
leading wall heat transfer being the highest for the 4:1 AR duct
and being the least for the 1:4 AR duct is related, in part, to the
blockage ratios �highest for 4:1 and lowest for 1:4� and the
secondary-flow structure, and holds at all rotation numbers. For
all ARs, the Nusselt number ratio drops initially from the station-
ary value to a minimum at a Ro near 0.12 due to the Coriolis-
generated secondary flows that reduce the flow velocity near the
leading wall �Fig. 10�a��. For the 1:4 AR duct, with the lowest
leading wall heat transfer at no rotation, a further reduction in the
flow velocity near the leading wall with rotation leads to very low
velocities, and the Nu ratio at Ro�0.12 is as low as 0.18 �below
smooth duct value�. For this AR, with increasing rotation number,
the flow near the leading wall reverts to a radially inward flow
�see Fig. 4�b� very close to the leading surface and Fig. 16 where
bulk-flow separation extends above the ribs� due to the action of
the centrifugal buoyancy. Therefore, at some critical Ro �for a
given Re and DR�, portions of the leading wall can potentially
experience stagnant flow and conduction-limited heat transfer. For
all ARs, an increase in rotation number to 0.25 and beyond brings
about an increase in the leading wall heat transfer. A similar be-
havior of an initial drop in the leading wall heat transfer with
increasing rotation number up to certain rotation number �Ro
�0.2� was reported by Johnson et al. �5� for 1:1 AR smooth and
ribbed ducts. Our present computations with the ribbed ducts of
different ARs show the decrease in Nu occurs up to a Ro near 0.12
�in the range of 0.12–0.25�. At high rotation numbers ��0.25�, the
combined effects of Coriolis and buoyancy cumulatively produce
marginal changes in the Nu value �AR of 1:1 and 4:1� or produce
enhancement in the leading wall Nu �AR of 1:4� with increasing
Ro. The enhancement in the Nu value for rotation number beyond
0.12 is quite significant for the 1:4 AR duct, and is due to the
increased strength of the backflow along the leading wall with the
increase in rotation number �or buoyancy parameter�. Further, due
to the reverse flow along the leading wall for the 1:4 AR duct, the
direction of Coriolis force reverses in the region where the axial
velocity is negative and is directed toward the leading surface
which generates multiple vortices near the leading wall as is seen
in Fig. 12. These leading wall secondary vortices intensify with
Ro �since Coriolis forces are proportional to both the backflow
velocity and the rotational speed�, contributing, in part, to the
increased heat transfer rates along the leading wall beyond a ro-
tation number of 0.12.

Figure 10�b� presents the variation of Nusselt number ratio on
the trailing wall for various AR ducts as a function of the rotation
number. At no rotation the 1:4 and 4:1 AR ducts show the lowest
and the highest heat transfer, respectively, but with rotation the
heat transfer for 1:4 AR shoots up significantly and becomes the
highest among the three AR ducts. For the 1:1 and 4:1 AR ducts,
the trailing surface shows a continuous increase in Nusselt num-
ber ratio as the rotation number is increased. This is expected
since the rotation-induced secondary flows push the cold core
fluid toward the trailing wall and increases the velocities and tur-
bulent fluctuations near the trailing wall. Surprisingly, the Nu ratio

for the 1:4 AR duct drops and becomes nearly asymptotic beyond
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rotation number of 0.25. Reasons for this are provided later.
The effect of rotation number on the heat transfer along the two

idewalls is shown in Fig. 10�c�. At no rotation, both the 1:4 and
:1 AR show almost equal heat transfer ratio ��1.9� while the 1:1
R duct shows a lower value of 1.1. At a Ro=0.12, the heat

ransfer shoots up the most for 4:1 AR duct which shows a relative
ncrease in heat transfer of about 62% relative to no rotation. The
orresponding relative increase for the 1:1 AR is 28% while it is
2% for the 1:4 AR duct. Beyond Ro=0.12, the Nusselt number
atio is seen to increase with rotation number for all ARs except
or the 1:4 AR duct where, at Ro=0.25, a slight decrease is ob-
erved. This decrease in Ro=0.25 is because of the weak �near-
tagnant conditions� reversed flow near the leading wall, as a re-
ult of which, the regions on sidewalls near the leading wall
hows low heat transfer. This observation is supported by the Nus-
elt number distribution on the sidewalls for the various AR ducts

Fig. 11 Distribution of Nusselt number on sidewall at Re=2
=1:1; „b… AR=1:4; and „c… AR=4:1
hown in Fig. 11 where, for the 1:4 AR duct �Fig. 11�b��, ex-

58 / Vol. 129, APRIL 2007
tremely low values of the Nusselt number are observed in the
entire lower half region of the duct. In Fig. 11 �Ro=0.25�, it can
be seen that the shear layers that separate at the front edges of the
trailing surface ribs result in high heat transfer rates on the side-
walls. The heat transfer distribution near the leading wall for the
1:1 and 4:1 AR ducts also reveals low values and recirculation
zones in the vicinity of the ribs. The 4:1 AR duct gives high heat
transfer on the sidewalls �average Nu=206.8� because of the
strong secondary flow vortices adjacent to the sidewalls �see Figs.
6 and 12�c��. The fact that the 1:4 AR heat transfer ratios along the
sidewall are higher �average Nu=142.9� than the corresponding
1:1 AR �average Nu=89.3� values is a consequence of much
higher heat transfer ratios for the 1:4 in the upper half of the
sidewall �compare peak values in Figs. 11�a� and 11�b�� resulting
partly from the stronger primary flow near the trailing surface
which, in turn, is due to the reversed flow near the leading surface

00, Ro=0.25, and DR=0.13 at various aspect ratios: „a… AR
5,0
�mass flow rate being held constant�.
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Figure 12 presents the cross-stream secondary flow structures
long with the temperature contours superimposed for all three
Rs. Comparison of secondary flow at two rotation numbers �Fig.
for Ro=0.12 and Fig. 12 for Ro=0.25� reveals the significant

ifferences in the flow structures near the leading surface of the
:4 AR duct. Due to the backflow at high rotation number, the
ow near the leading wall sees Coriolis forces directed toward the

eading wall. Therefore, the secondary flow near the leading wall

Fig. 12 Secondary flow structures superimposed on te
DR=0.13 for various aspect ratios: „a… AR=1:1; „b… AR

Fig. 13 Contours of time-averaged Nusselt number for 1:4

=0.25; and „b… Ro=0.50

ournal of Heat Transfer
shows a strong downwash with the formation of multiple vortices
�Fig. 12�b�� that increase the heat transfer near the leading wall
�Fig. 10�a��. For the 1:1 AR duct, the flow structures at the higher
rotation number indicates that the center of the counter-rotating
vortices moves slightly nearer to the trailing wall and toward the
sidewalls leading to the formation of an additional pair of vortices
near the midregion of the trailing wall �compare Figs. 12�a� and
6�a��. Comparison of the secondary structures for the 4:1 AR duct

erature contours at x=0.5 for Re=25,000, Ro=0.25, and
:4; and „c… AR=4:1

duct on trailing wall at Re=25,000 and DR=0.13 for: „a… Ro
mp
=1
AR
APRIL 2007, Vol. 129 / 459
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t the two rotation numbers do not reveal any noticeable topologi-
al variation, although the positions and orientation of the rolls are
ifferent at the two rotation numbers. The lack of symmetry
round the y=0 plane is caused due to low-frequency �long time
eriod� unsteadiness associated with the flow, and the inadequate
veraging time �the same averaging time as for the AR 1:1 and 1:4
as used�.
In Fig. 10�b� it was shown that the trailing wall heat transfer

ate for the 1:4 AR rapidly asymptotes beyond Ro=0.12, and fur-
her increases in Ro do not appear to produce a considerable
hange in the trailing wall heat transfer. This is further illustrated
n Fig. 13 which shows the Nusselt number distribution on the
railing wall at Ro=0.25 and 0.5 for the 1:4 AR duct. The Nusselt
umber values and distributions appear to be quite similar to each
ther. With increasing Ro, the backflow �radially inward� flow
ear the leading wall becomes stronger, and correspondingly, the
adially outward flow near the trailing wall has higher velocity
agnitude. However, the secondary flow pattern is also influenced

y rotation and a slightly larger separated flow region �where Nu
alues are low� is observed behind the rib as evident in the Nu
ontours in Fig. 13. The above factors counter each other, and
ontribute to the observed insensitivity to Ro.

The axial variation of spanwise averaged Nu ratio on both lead-
ng and trailing walls for the three AR ducts at two different
otation numbers, namely 0 and 0.25 �Re=25000 and DR=0.13�,
s shown in Fig. 14. As observed earlier in the surface-averaged
u ratio, there is a decrease in the Nu ratio along the leading wall
ith increasing rotation number for all AR ducts. On the other
and, the increase in rotation results in an increase in the trailing
all Nu ratio for all AR ducts, with the percentage increase largest

or the 1:4 AR duct and the least for the 4:1 AR duct.

Effect of DR. The effect of buoyancy is presented here by
arying the DR at a constant rotation number. Centrifugal-
uoyancy effects are often represented by a buoyancy parameter
hich varies linearly with the density ratio and as the square of

he rotation number. However, since in the comparisons shown
elow, the rotation number is held fixed �Ro=0.12�, the variation
f density ratio is directly proportional to the variation of the
uoyancy parameter.

The effect of density ratio on the heat transfer along the leading
all is depicted in Fig. 15�a�. The DR effect �at Ro=0.12� does
ot appear to be significant on the average Nu for the 1:1 and 4:1
Rs. The most noticeable effect appears to be for the 1:4 AR duct
hich shows a slight decrease in heat transfer up to an interme-

Fig. 14 Axial variation of spanwise averaged Nusselt number
„AR… and Ro=0 and 0.25 „Re=25,000 and DR=0.13…
iate DR ��0.25� and then increases with further increase in DR.
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Along the trailing wall �Fig. 15�b��, the relative increase in the
Nusselt number ratio is quite significant for the 1:4 AR duct up to
a DR range of 0.13, while for the other two AR ducts the Nu ratio
is fairly constant with respect to DR. Figure 15�c� shows the
variation of Nusselt number ratio on the sidewall with density
ratio. The 1:1 AR does not show any observable effect of the
density ratio, while the 1:4 and 4:1 AR ducts show a small de-
crease in the Nusselt number with Ro.

From Fig. 15, it is quite obvious that the 4:1 AR duct has the
weakest dependence on density ratio and the DR effect increases
with decreasing AR. Since the 1:4 AR shows the greatest depen-
dence on DR, only the 1:4 AR case is discussed in detail here.
Figure 16 illustrates the effect of density ratio on the flow struc-
tures and heat transfer for the 1:4 AR. Comparison of Figs. 4�b�
and 16 clearly reveals the significance of the density ratio at this
AR. With no density ratio �Fig. 16�a��, both the leading and trail-
ing wall regions show radially outward flow �positive axial veloc-
ity� without any sign of bulk-flow reversal. As discussed earlier,
buoyancy causes the flow near the leading wall for the 1:4 AR
duct to separate in the inter-rib region, and at certain values of
rotation numbers �in the range of 0.12–0.25 at Re=25,000, DR
=0.13�, this leads to low heat transfer rates �Fig. 3�a�, 10�a�, and
15�a��. However, as the rotation number or DR is increased, the
heat transfer increases along the leading wall since the reversed
bulk flow near the leading wall becomes stronger �compare Fig.
4�b� at DR=0.13 with Fig. 16�b� at DR=0.25�. This is why the
heat transfer on the leading wall decreases up to a certain density
ratio �DR�0.12–0.25� and increases with further increase in the
density ratio. Comparing the secondary flow structures in Figs.
16�a� and 16�b� reveals the weaker secondary vortices �compare
the size of the arrow vectors� and streamwise velocities near the
leading wall at the higher DR. Due to the reversed flow along the
leading wall at the higher DR, the secondary flow near the leading
wall exhibits a downwash toward the wall with small corner vor-
tices. With increasing buoyancy parameter, these corner vortices
amplify and become stronger, leading to a complex secondary
flow pattern near the leading surface with multiple pairs of vorti-
ces �see Fig. 12�.

The axial distribution of spanwise-averaged Nusselt number on
both leading and trailing walls at four DRs, namely 0, 0.13, 0.25,
and 0.50 �Re=25000 and Ro=0.12� has been shown only for 1:4
AR ducts in Fig. 17. Since the other AR ducts do not show as
significant a variation with density ratio, they are not included in
the discussion. At the leading wall �Fig. 17�a��, there is an initial

: „a… leading wall; and „b… trailing wall at various aspect ratios
on
drop in the Nu ratio as the DR is increased from 0 to 0.13. This
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rop is associated with the decrease in the near-leading-wall ve-
ocity due to centrifugal buoyancy effects. In the DR
0.13–0.25 range, the Nu ratios are extremely small due to near-

tagnant or weakly reversed flow conditions along the leading
all. As mentioned earlier, with a further increase in density ratio,

he back flow strengthens, and consequently the leading wall ex-
eriences higher momentum fluid leading to increased leading
all Nu values. Therefore, as DR is increased to 0.5, the Nu ratio

ncreases with increasing density ratio. Note that while the per-
entage increase in the peak Nu ratio along the leading wall is

ig. 15 Effect of density ratio on: „a… leading wall; „b… trailing
all; and „c… sidewall at various AR ducts for Re=25,000 and
o=0.12
igh �over 150%�, the Nu ratios themselves are still below 1 due

ournal of Heat Transfer
to the flow reversal. The trailing wall shows a more monotonic
behavior, with an increase in the Nu ratio with DR. As seen in Fig.
17�b�, between a DR=0 and 0.25, there is nearly a 25% increase
in the peak Nu value. This increase certainly has to do with the
upward shift of the core flow toward the trailing wall with increas-
ing DR due to the associated decrease in velocity and flow rever-
sal along the leading wall �since mass flow is a constant�. How-
ever, this increase in the Nu ratio appears to plateau beyond a DR
of 0.25 �implying a balance of competing effects�, and the Nu
ratio remains almost constant in the DR range of 0.25–0.5.

Conclusions
The flow and heat transfer in a ribbed duct of aspect ratios 1:1,

4:1, and 1:4 are investigated numerically. The Reynolds number,
the rotation number, and the density ratio are varied parametri-
cally to observe their effects on the Nusselt number for each AR
duct. The following are some key observations made in the
present study:

1. Under rotational conditions, the 4:1 AR has the highest Nu
ratio along the leading and side walls, while the 1:4 AR has
the highest trailing wall Nu ratio. The commonly studied 1:1
AR case has the lowest trailing wall and sidewall Nusselt
number ratios. The 1:4 AR has the lowest leading wall Nu
ratio due to the effects of the opposed centrifugal-buoyancy
force and flow reversal along the leading wall. In general,
the average Nu �overall walls� is the highest for the 4:1 AR.
Therefore, from a design perspective, higher ARs should be
preferred.

2. For all ARs, the heat transfer along the leading and trailing
walls shows a strong dependence on Reynolds number. Ex-
cept for the leading and sidewalls of the 1:4 AR, the Nu ratio
decreases with Re. In the vicinity of the leading wall for the
1:4 AR, where flow reversal occurs and Nu ratios are low,
increasing Re leads to the strengthening of the near wall
flow, and leading wall Nu ratio increases significantly with
Re.

3. With rotation, the Nu ratio along the leading wall shows an
initial decrease for all ARs up to a Ro of 0.12. This is attrib-
uted to the Coriolis-driven secondary flows that direct flow
away from the leading surface, and the opposing action of
centrifugal buoyancy. However, for Ro=0.25 and beyond,
the leading wall Nu ratio for the 1:4 AR shows a significant
increase, while the 1:1 and 4:1 AR cases show very small
dependence on Ro. Along the trailing and side walls, the 1:1
and 4:1 AR cases exhibit a monotonic increase in the Nu
ratio with Ro, while the 1:4 AR shows a sharp increase in
the Nu ratio up to a Ro=0.12, followed by a modest de-
crease with Ro.

4. The effect of centrifugal buoyancy and density ratio is most
significant for the 1:4 AR duct where the near-leading-wall
flow velocities are reduced to the greatest extent by the Co-
riolis driven secondary flows. This is detrimental for situa-
tions with large load variability �or large changes in rotation
number� where the cooling may change significantly with
rotational speeds.

5. The 1:4 AR duct shows flow reversal at high rotation num-
ber with multiple rolls in the secondary flow structures near
the leading wall. The relative difference between the trailing
and leading wall heat transfer is the highest in the 1:4 AR
duct, indicating the important role of Coriolis driven second-
ary flows for this case. For certain critical parameter values
�low Re, high Ro, and/or DR�, the leading wall flow is ex-
pected to become nearly stagnant, due to the action of cen-
trifugal buoyancy, leading to conduction-limited heat trans-
fer. Such situations may cause overheating and material
failure. Therefore, for tall coolant passages with ARs on the
order of 1:4–1:6 particular attention should be paid to en-

hance the heat transfer along the leading wall.
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6. The 4:1 AR duct shows evidence of multiple rolls in the
secondary flow that direct the core flow to both the leading
and trailing surfaces. Therefore the difference between the
leading and trailing wall heat transfer in the 4:1 AR duct is

Fig. 16 Streamtraces „primary flow… and temperature contou
DR=0.0; and „b… DR=0.25 for AR=1:4 and at Re=25,000 and R

Fig. 17 Axial variation of spanwise averaged Nusselt number

for 1:4 AR duct „Re=25,000 and Ro=0.12…

62 / Vol. 129, APRIL 2007
not significant, as in the other two AR ducts. Furthermore,
the presence of these secondary flows in the vicinity of the
sidewalls is responsible for the 4:1 AR sidewalls having the
highest Nu ratio for all Re, Ro, and DR.

at midtransverse plane and secondary vectors at x=1.0: „a…
0.12

„a… leading wall; and „b… trailing wall at various density ratios
rs
on:
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omenclature
B � width of the duct

Bo � buoyancy parameter, ��� /��Ro2RM

Dh � hydraulic diameter of the duct, 4HB / �2�H+B��
e � size of the square ribs
f � friction factor, ��px / �0.5�uav

2 ��
h � local heat transfer coefficient
H � height of the duct
Kf � ratio of thermal conductivity of fluid to that of

solid
Lx � streamwise extent of the periodic domain

Nu � Nusselt number,
hB /Kf =−���� /�n��n=0� / ��w�x ,y�−�b�x��

P � pitch of the ribs
p � periodic component of pressure

Pr � Prandtl number, 	 /�
qj � turbulent thermal subgrid stress

Re � Reynolds number, uavB /	
RM � mean radius of rotation
Ro � rotation number, B/uav

t � time
T � temperature

u� � frictional velocity, ��w /��
Y+ � yu� /	

u ,v ,w � nondimensional velocity in x, y, and z direc-
tions �also ui, uj�

ui�, uj� � velocity fluctuations
X ,Y ,Z � nondimensional Cartesian coordinates �also xi,

xj�

reek Symbols
� � thermal diffusivity

��t� � mean pressure gradient
�ijk � alternating tensor
�ij � Kronecker delta
� � nondimensional periodic component of tem-

perature, �T−Tw� / �Tm1−Tw�
� � density of the fluid

�� /� � coolant-to-density ratio, �Tw−Tb� /Tw

	 � kinematic viscosity of the fluid
�ij, �w � turbulent stress and wall shear stress,


�u /�n�n=0, respectively
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Increasing Adiabatic
Film-Cooling Effectiveness by
Using an Upstream Ramp
A new design concept is presented to increase the adiabatic effectiveness of film cooling
from a row of film-cooling holes. Instead of shaping the geometry of each hole; placing
tabs, struts, or vortex generators in each hole; or creating a trench about a row of holes,
this study proposes a geometry modification upstream of the holes to modify the ap-
proaching boundary-layer flow and its interaction with the film-cooling jets. Computa-
tions, based on the ensemble-averaged Navier–Stokes equations closed by the realizable
k-� turbulence model, were used to examine the usefulness of making the surface just
upstream of a row of film-cooling holes into a ramp with a backward-facing step. The
effects of the following parameters were investigated: angle of the ramp (8.5 deg, 10 deg,
14 deg), distance between the backward-facing step and the row of film-cooling holes
�0.5D ,D�, blowing ratio (0.36, 0.49, 0.56, 0.98), and “sharpness” of the ramp at the
corners. Results obtained show that an upstream ramp with a backward-facing step can
greatly increase surface adiabatic effectiveness. The laterally averaged adiabatic effec-
tiveness with a ramp can be two or more times higher than without the ramp by increas-
ing upstream and lateral spreading of the coolant. �DOI: 10.1115/1.2709965�

Keywords: turbine cooling, film cooling, computational heat transfer
ntroduction
To increase thermal efficiency and specific thrust, advanced

as-turbine stages are designed to operate at increasingly higher
nlet temperatures �1�. This increase is made possible by advances
n materials such as super alloys and thermal-barrier coatings and
y advances in cooling technology such as internal, film, and im-
ingement cooling �1–4�. With cooling, inlet temperatures can far
xceed allowable material temperatures. Though cooling is an ef-
ective way to enable higher inlet temperatures, efficiency consid-
rations demand effective cooling be achieved with minimum
ooling flow. This is because turbines operate at very high pres-
ures, and energy is needed to pump the cooling air to those pres-
ures before they can be circulated through the turbine system for
ooling.

For advanced gas turbines, the first-stage stator and rotor typi-
ally requires film cooling, which strives to form a blanket of
ooler air next to the material surface to insulate the material from
he hot gas �5�. Many investigators have studied the effects of
esign and operating parameters on film cooling of a flat plate in
hich the cooling jets issuing from one or two rows of inclined

ircular holes. Parameters studied include film-cooling hole incli-
ation, length-to-diameter ratio, spacing between holes, turbu-
ence and embedded vortices in the hot-gas flow, and unsteadiness
rom rotator–stator interactions �see, e.g., reviews by Han, et al.
6�, Goldstein �7�, Sundén and Faghri �8�, Shih and Sultanian �9�,
nd Bogard and Thole �10�; in addition, see the comprehensive
ibliography provided by Kercher �11,12��.

Of the previous studies, Kelso and Lim �13� and Haven et al.
14� showed the important role played by vortices in the evolution
f film-cooling jets. One pair, referred to as the counter-rotating
ortices �CRVs�, was found to lift the jet off the surface that it is
ntended to protect and to entrain hot gas underneath it. The other
air, referred to an anti-kidney pair, was shown to have a sense of
otation opposite to that of the CRVs, and so can counteract the
ndesirable effects of the CRVs in entraining hot gas. Thus, it is of
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interest to develop strategies to control the formation and strength
of these vortices in a way that leads to more effective film cooling.

There are many ways to alter the structure of these vortices.
Since the vorticity in the cooling jet originates from the flow in
the film-cooling hole, the boundary layer upstream of the film-
cooling hole, and the boundary-layer/cooling jet interactions, most
investigators have focused on the geometry of the film-cooling
hole. Shaped-diffusion hole is one approach, which uses the
Coanda effect to cause the film-cooling jet to hug the curved
surface and an expanding cross-sectional area near the hole exit to
decrease cooling-jet speed and to increase lateral spreading. Ha-
ven et al. �14� and Hyams et al. �15� investigated the effects of
shaped holes on the vorticity dynamics of hot-gas/film-cooling jet
interactions. Bunker �16� provides a comprehensive review of the
research on shaped holes. Another approach to alter the vortical
structures is via vortex generators. Haven and Kurosaka �17� in-
vestigated the effects of placing vanes inside film-cooling holes
that produce vortices in the same sense as the anti-kidney vortices.
Zaman and Foss �18�, Zaman �19�, and Ekkad et al. �20� investi-
gated the effects of tabs placed at the film-cooling-hole exit. The
first two studies showed vortex generators can be quite effective
in reducing jet penetration. However, both studies only investi-
gated jets that lifted off the surface once exiting the film-cooling
holes. Ekkad et al. �20� showed that placing tabs on the upstream
side of the film-cooling-hole exit can improve film-cooling effec-
tiveness. Shih et al. �21� proposed placing a strut or obstruction
within each film-cooling hole that do not necessarily generate ap-
preciable vorticity but can cause vortices inside film-cooling holes
to be stretched and tilted in a way that would change the magni-
tude and direction of the vorticity in the CRVs and the anti-kidney
pair. Bunker �22� proposed creating a trench about a row of film-
cooling holes to modify the boundary-layer/cooling jet interac-
tions. Altorairi �23� showed the trench to be quite useful in im-
proving film-cooling effectiveness.

So far, no one has studied modifying the geometry upstream of
a row of film-cooling holes to improve surface effectiveness. In
this paper, an “upstream ramp” �Fig. 1� is proposed to modify the
hot-gas boundary-layer/cooling jet interaction so that film-cooling
effectiveness improves. Since extended surfaces such as a ramp

could increase surface heat transfer and this is undesirable on the

07 by ASME Transactions of the ASME
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ot-gas side, it is noted that the ramp can be constructed in the
hermal-barrier coating �TBC� system by using the ceramic top
oat, which has very low thermal conductivity �private communi-
ation with Bunker �24��. The objective of this study is twofold.
he first is to examine the nature of the flow induced by an up-
tream ramp and how that flow can improve film-cooling effec-
iveness. The second is to perform a parametric study on the ef-
ects of design parameters for a generic ramp. This study will be
ccomplished by using computational fluid dynamics �CFD�
nalysis that accounts for the three-dimensional nature of the flow
nd resolves the flow above the surface to be cooled as well as the
ow in the plenum and in the film-cooling holes.

roblem Description
To demonstrate the usefulness of an upstream ramp design con-

ept, the problem of film cooling of a flat plate from a row of
nclined circular holes is studied. The baseline problem without
he upstream ramp is very similar to the experimental study of
ohli and Bogard �25� so that this computational study can be
alidated by comparing the CFD predictions with experimentally
easured values.
Schematic diagrams of the film-cooling problem studied with

nd without an upstream ramp are shown in Figs. 1–3. For this
roblem, the cooling jets emerge from a plenum through one row
f circular holes. Each hole has a diameter D of 12.7 mm, a length
f 3.5D, and an inclination of 35 deg relative to a plane tangent to
he flat plate. The spacing between the centers of the film-cooling
oles in the spanwise direction is 3D. The upstream ramp studied
as length 2D, makes an angle � with respect to the flat plate, and
s located � upstream of the film-cooling hole. The following
alues of � and � were examined: 8.53 deg, 10 deg, and 14 deg
or � and 0.5D and D for �. Other dimensions that describe the
eometry are given in Figs. 1–3. A case was also studied in which
he three sharp corners of the ramp are rounded as shown in Fig.
. The radius of curvature of the rounding is 0.0787D, which
orresponds to 1 mm.

Fig. 1 Schematic of the upstream ramp studied

ig. 2 Schematic of the film-cooling configuration studied

not drawn to scale and ramp not included…

ournal of Heat Transfer
The operating conditions are as follows. The fluid for the main
flow �hot gas� and coolant is air. The main flow above the flat
plate has a free stream temperature T� of 298 K and a free stream
velocity U� of 20 m/s in the X direction. The flow in the bound-
ary layer is assumed to be turbulent from the leading edge of the
flat plate. The coolant has a temperature Tc of 188 K in the ple-
num. This gives a density ratio �DR� of 1.6. When the average
velocity at the inlet of the film-cooling holes Uc is 6.25 m/s, the
mass flux or blowing ratio M is 0.5. Three other blowing ratios
were also studied—0.36, 0.56, and 0.98—by varying the velocity
at the plenum inflow.

Two types of boundary conditions were applied on the flat plate
for the heat transfer study. When the film-cooling adiabatic effec-
tiveness is sought, the flat plate is made adiabatic. When the sur-
face heat transfer coefficient is sought, the flat plate is maintained
at a constant wall temperature Tw of 243 K. All other walls, in-
cluding the walls of the film-cooling holes and the plenum, are
made adiabatic. The back pressure at the outflow boundary above
the flat plate is maintained at atmospheric pressure.

For this problem, the computational domain is taken to be the
region bounded by the solid and dashed lines shown in Fig. 2,
where the dashed lines represent periodic planes. By assuming
periodicity in the spanwise direction, only one film-cooling hole
needs to be examined. In addition, the “upper channel wall” �i.e.,
the wall without film-cooling holes� was moved closer to the wall
with the film-cooling holes. This was done to reduce the size of
the computational domain and hence computational cost. The er-
rors incurred by this are minimized by making the “upper channel
wall” sufficiently far away and by making it inviscid �i.e., the
velocity there can slip despite the viscous nature of the flow� so

Fig. 3 Schematic of film cooling of a flat plate from a row of
inclined circular holes with an upstream ramp
Fig. 4 Schematic of an upstream ramp with rounded corners
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hat boundary layers will not form there. To ensure that the “upper
hannel wall” is sufficiently far away, two different channel
eights were evaluated, and they are H=15D and 30D �see Fig.
�.

ormulation and Numerical Method of Solution
The film-cooling problem described in the previous section was
odeled by the ensemble-averaged continuity, full compressible
avier–Stokes, and energy equations that are valid for a thermally

nd calorically perfect gas. The effects of turbulence were mod-
led by using the two-equation realizable k-� model �26�. For all
quations, the integration is to the wall �i.e., wall functions were
ot used�.

Solutions to the aforementioned governing equations were ob-
ained by using Version 6.1.18 of the Fluent-UNS code �27�. The
ollowing algorithms in Fluent were invoked. Since only steady-
tate solutions were of interest, the SIMPLE algorithm was used.
he fluxes at the cell faces representing advection were interpo-

ated by using second-order upwind differences. The fluxes at the
ell faces representing diffusion were interpolated by using
econd-order central differences. For all computations, iterations
ere continued until all residuals for all equations plateau to en-

ure convergence to steady state has been reached. At conver-
ence, the normalized residuals were always less than 10−6 for the
ontinuity equation, less than 10−6 for the three components of the
elocity, less than 10−8 for the energy, and less than 10−5 for the
urbulence quantities.

rid-Sensitivity and Validation Study
Accuracy of solutions is strongly dependent upon the quality of

he grid in minimizing grid-induced errors and in resolving the
elevant flow physics. In this study, a grid sensitivity study was
erformed to determine the appropriate grid. Figure 5 shows the
esults of this study for the case without the ramp, involving three
rids—the baseline grid with 2.291 million cells, a finer grid with
.716 million cells �adaptation 1�, and a still finer grid with 5.252
illion cells �adaptation 2�. For the two finer grids, the additional

ells were all concentrated about the film-cooling hole and the
ot-gas/coolant-jet interaction region, where the flow physics is
ost complicated. From this grid sensitivity study, the baseline

rid was found to give essentially the same result for the center-
ine adiabatic effectiveness as those from adaptation 1 and 2 grids.
he relative error in the “average” centerline adiabatic effective-
ess is 0.4% when comparing results from the baseline grid with
hose from the adaptation 2 grid.

The grids used for this problem with and without an upstream
amp are shown in Fig. 6. Without the upstream ramp, the grid
sed has 2.291 million cells. When there is an upstream ramp, the
rids used has cells that varied from 2.282 million to 2.367 mil-

ig. 5 Grid-independence study: centerline adiabatic effec-
iveness for three grids at M=0.5
ion, depending upon the angle of the ramp and its distance from

66 / Vol. 129, APRIL 2007
the film-cooling hole. For all grids used, the first grid point away
from all viscous walls has a y+ less than unity. Also, the first five
grid points have y+ values within five. Figure 7 shows the distri-
butions of the y+ values for the first cell away from the flat plate
with the ramp for the case with M =0.98, �=14 deg, and �
=0.5D. From this figure, it can be seen the y+ values are all less
than unity.

Fig. 6 Grid used: „a… no ramp; „b… with ramp; and „c… grid
around film-cooling hole

Fig. 7 y+ values at one cell above the surface of the flat plat

with ramp
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To assess the meaningfulness of this computational study, the
rid-independent solutions generated for the problem of film-
ooling over a flat plate were compared with the experimental
ata provided by Kohli and Bogard �25� for L /D=2.8 at a blow-
ng ratio of 0.5. At the leading edge of the film-cooling holes, the
omputations predicted a boundary-layer thickness of 0.14D, a
hape factor of 1.49, and a Reynolds number based on free stream
peed and momentum thickness of 1492. The corresponding mea-
ured values are 0.12D, 1.48, and 1100, respectively. Results for
he predicted adiabatic effectiveness are shown in Fig. 8 along
ith experimentally measured ones. From this figure, it can be

een that the centerline adiabatic effectiveness is overpredicted
nd the laterally averaged adiabatic effectiveness is underpre-
icted. This indicates that the realizable k-� model overpredicts
ormal spreading and underpredicts lateral spreading of the cool-
ng jet. Despite this, the trends are predicted correctly, and the
ualitative features of the flow are captured by the computations.
hus, though the predictions may not be sufficiently accurate
uantitatively, they may be good enough to provide insight on the
ow and to discern differences in film-cooling designs.

esults
The objective of this study is to understand the usefulness of

lacing a ramp upstream of a row of film-cooling holes in improv-
ng film-cooling adiabatic effectiveness. All configurations simu-
ated to obtain this understanding are summarized in Table 1. In
his section, the nature of the flow induced by an upstream ramp is
escribed first. Afterwards, its effects on surface adiabatic effec-
iveness are presented.

Nature of the Flow Induced by an Upstream Ramp. Figures
–13 show the interaction of the approaching boundary-layer flow
nd the film-cooling jets with and without an upstream ramp. In
ig. 9, it can be seen that when there is no ramp, a significant

ig. 8 Validation study: CFD predictions and comparison with
xperimental data of Kohli and Bogard „L /D=2.8 to match ex-
eriment…: „a… laterally averaged; and „b… centerline
ressure rise occurs just upstream of the film-cooling hole because

ournal of Heat Transfer
of approaching boundary-layer/cooling-jet interaction. But, when
there is an upstream ramp, the static pressure upstream of each
film-cooling hole is reduced significantly. This reduction in pres-
sure gradient on the flat plate just upstream of the film-cooling
hole resulted because the boundary-layer flow, being diverted up-
ward by the upstream ramp, now interacts with the film-cooling
jets at a distance above the flat plate.

Figure 10 contrasts the pressure coefficient on the film-cooled
plate with and without an upstream ramp for the case with the
most protruded ramp, which has a backward-facing step height of
1.0D. From Fig. 10�a�, it can be seen that the ramp increases the
pressure upstream of the backward-facing step and decreases the
pressure downstream of it when compared to the case without the
ramp. Thus, having a ramp increases pressure drag. Since pressure
drag can be an important issue, the geometry of the ramp needs to
be optimized. Another issue about the ramp studied is that sharp
corners are hard to manufacture and maintain. Figure 10�b� shows
that rounding the ramp by 1 mm �0.0787D� does not appreciably
change the pressure distribution, which has strong effects on the
flow. Figure 10�c� shows the pressure coefficient for channel
heights of 15D and 30D. Since nearly identical results were ob-
tained, having the inviscid wall at 15D away from the film-cooled
plate is sufficiently far away.

The flow pattern created by the ramp is shown in Fig. 11. From
this figure, it can be seen that there is a separated region that
extends from the backward-facing step of the ramp to the up-
stream end of the film-cooling holes. The recirculating flow in this
separated region entrains the cooler fluid from the film-cooling jet
and cools the wall bounding the separated region. With the ap-
proaching boundary-layer deflected upwards, the cooling jet can
flow more easily through the cooling hole as shown in Fig. 12

Table 1 Summary of simulations performed

Case no. � �deg� � M Corner

1 8.53 0.5D 0.49 sharp
2 8.53 D 0.49 sharp
3 10.0 D 0.49 sharp
4 14.0 0.5D 0.49 sharp
5 14.0 D 0.49 sharp
6 8.53 D 0.36 sharp
7 8.53 D 0.56 sharp
8 8.53 D 0.98 sharp
9 14.0 0.5D 0.49 rounded

Fig. 9 Static gage pressure „Pa… on the flat plate about the
film-cooling hole „�=8.5 deg, �=1.0D, M=0.49…: „a… no ramp;

and „b… with ramp
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ecause the large separated region inside the film-cooling hole for
he case without ramp essentially disappears when there is a ramp.

ithout an upstream ramp, the net pressure force on the cooling
et is high, which causes the jet to bend toward the flat plate,
reating a large separated region in the film-cooling hole and
hereby reducing the effective flow cross-sectional area. With an
pstream ramp, the cooling jet is not deflected by the approaching
oundary-layer flow until further above the surface so that the
ffective cross-sectional area for flow is higher, which reduces the
peed of coolant flow and the effective blowing ratio. Also, there
s no horseshoe vortex at the base of the cooling jet about the
lm-cooling-hole exit. Thus, lateral spreading of each cooling jet

s increased. In Fig. 13, it can be seen that deflecting the ap-
roaching boundary layer �which is made up of hot gas� above the
lm-cooling hole delays the entrainment of hot gas by the film-
ooling jet.

Adiabatic Effectiveness. Figures 14–19 show the results ob-
ained for the film-cooling adiabatic effectiveness. From Fig. 14, it
an be seen that with an upstream ramp, the surface adiabatic
ffectiveness is greatly improved and that a much greater surface
bout the film-cooling hole is now protected by the cooling jet,
ncluding the region upstream of the film-cooling hole. This is
onsistent with the nature of the fluid flow described earlier �e.g.,
ntrainment of coolant downstream of the ramp’s backward facing
tep by the recirculating flow in the separated region and the in-

Fig. 10 Pressure coefficient on the plate along center lin
„b… with sharp and rounded corners; and „c… with ramp in

ig. 11 Streamlines colored by temperature with darker gray
eing higher and lighter gray being lower „�=8.5 deg, �=0.5D,
e „�=14.0 deg, �=0.5D, M=0.49…: „a… with and without ramp;
=0.49…

68 / Vol. 129, APRIL 2007
Fig. 12 Velocity vectors and streamlines in an X-Z plane that
passes through the center of the film-cooling hole „�=8.5 deg,
�=0.5D, M=0.49…. Lighter gray denotes higher speed region.

Darker gray denotes lower speed region with separation.
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reased lateral spreading of the coolant upon exiting the film-
ooling hole�. Figures 15–17 show the effects of the ramp angle
nd the distance from the backward-facing step of the ramp to the
lm-cooling hole. From these figures, the following observations
an be made. First, increasing the ramp angle �and hence the
eight of the backward-facing step�, the higher is the laterally
veraged adiabatic effectiveness, at least for the two angles stud-
ed. Second, placing the ramp 0.5D upstream gave higher laterally
veraged adiabatic effectiveness than placing it 1.0D upstream.
he bottom line is that placing a ramp upstream of a row of
lm-cooling holes increases laterally averaged adiabatic effective-
ess significantly. The laterally averaged adiabatic effectiveness
ith the ramp can be two or more times higher than that without

he ramp.
Figure 18 shows the effects of blowing ratio on adiabatic effec-

iveness. From this figure, it can be seen that laterally averaged
diabatic effectiveness can decrease if the blowing ratio is too
igh or too low. When it is too high, liftoff can take place. When
t is too low, hot gas is entrained behind the backward-facing step.
hus, the optimal angle of the ramp or the height of the backward-

acing step depends on the blowing ratio. For a ramp with �
14.0 deg that is located at �=0.5D upstream of the film-cooling
ole, the best results are obtained with a blowing ratio around 0.5.
igure 19 shows rounding the sharp corners of the upstream ramp

o have little effect on adiabatic effectiveness �Case 9, Table 1�.

Heat Transfer. When the surface heat transfer is of interest,
omputations were performed for the same configurations and op-
rating conditions except that the flat plate is maintained at a
onstant wall temperature Tw of 243 K instead of being adiabatic.
he average heat transfer rate per unit area for the entire flat plate

ig. 13 Normalized temperature „T�−T… / „T�−Tc… at Y-Z plane
ocated at X /D=3 „�=14 deg, �=0.5D, M=0.49…: „left half… no
amp; and „right half… with ramp

ig. 14 Adiabatic effectiveness on the flat plate about the film-
ooling hole „�=8.5 deg, �=1D, M=0.49…: „a… no ramp; and „b…

ith ramp

ournal of Heat Transfer
with and without the ramp �Case 4 in Table 1� is −916.78 W/m2

and −1094.70 W/m2, respectively. Thus, introducing a ramp can
increase adiabatic effectiveness and decrease surface heat transfer.

Figure 20 shows the predicted normalized surface heat transfer
on the flat plate with and without ramp �Case 4 in Table 1�. In Fig.
20, a normalized heat transfer flux of unity denotes the surface
heat flux at X /D=10 upstream of the film-cooling hole without
ramp, which equals −2221.06 W/m2. From Fig. 20, it can be seen

Fig. 15 Adiabatic effectiveness with and without ramp: „a…
centerline; and „b… laterally averaged

Fig. 16 Adiabatic effectiveness as a function of � „�=D and
M=0.49…: „top half… �=8.5 deg; and „bottom half… �=14 deg

Fig. 17 Adiabatic effectiveness as a function of � „�=14 deg

and M=0.49…: „top half… �=1.0D; and „bottom half… �=0.5D

APRIL 2007, Vol. 129 / 469
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hat the ramp changes substantially regions of high and low heat
ransfer. In particular, though surface heat transfer is reduced over-
ll and is reduced downstream of the ramp, the heat transfer on
he ramp itself is slightly increased. Figure 21 shows the normal-
zed surface heat flux along the center line with and without ramp.
rom this figure, it is clear that ramp greatly reduces surface heat

ransfer.

ummary
This study proposes to improve the adiabatic effectiveness of

lm cooling by modifying the geometry upstream of the film-
ooling holes. Computations were performed to study the effects
f placing a ramp upstream of a row of film-cooling holes. Results
btained showed the ramp to deflect the approaching boundary-
ayer flow away from the base of the film-cooling jet. This caused
he boundary-layer flow/cooling jet interaction to occur further
way from the surface, which eliminated the horseshoe vortex at
he base of the cooling jet and allowed the film-cooling jet to
pread out more laterally. Also, this allowed the coolant from the
lm-cooling jet to fill the separated region between the backward-
acing step of the ramp and the cooling jet and for the cooling jet
o entrain cooler fluid. These flow features were found to improve
lm-cooling adiabatic effectiveness and to decrease surface heat

ransfer. The laterally averaged adiabatic effectiveness with the
amp can be two or more times higher than that without the ramp.
he “optimal” ramp geometry was found to depend on the blow-

ng ratio. There is, however, a penalty in pressure drag, implying
need to optimize the ramp geometry. Also, it should be noted

hat the ramp geometry studied is for an approaching boundary
ayer with a thickness of 0.14D, a shape factor of 1.49, and zero

ig. 18 Adiabatic effectiveness as a function of blowing ratio
�=8.5 deg, �=D…: „a… centerline adiabatic effectiveness; and
b… laterally averaged adiabatic effectiveness
ree stream turbulence.
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Nomenclature
Cp � pressure coefficient= �P− P�� / �0.5�U2��

Fig. 19 Effects of rounding the sharp corners of the upstream
ramp „�=14.0 deg, �=0.5D…: „a… centerline adiabatic effective-
ness; and „b… laterally averaged adiabatic effectiveness

Fig. 20 Normalized surface heat flux „M=0.49, �=14 deg, and

�=0.5D…: „a… no ramp; and „b… with ramp
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D � film-cooling hole diameter
M � blowing ratio= ��U�c / ��U��

P � static pressure
q� � surface heat flux

T ,Tc ,T� � temperature, coolant temperature in plenum,
hot-gas temperature at free stream

Tw ,Taw � wall temperature, adiabatic wall temperature
Uc � average speed of coolant flow at the film-

cooling-hole inlet
U� � speed of hot gas at free stream
u� � friction velocity: ��w /��0.5

y+ � normalized distance from the wall: �u�y /�
y � normal distance from the wall

reek
	 � adiabatic effectiveness/normalized temperature:

�T�−T� / �T�−Tc�
	̄ � laterally averaged adiabatic effectiveness �i.e.,

averaged along the spanwise direction�
� � dynamic viscosity
� � density

�w � wall shear stress
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Effects of Various Modeling
Schemes on Mist Film Cooling
Simulation
Numerical simulation is performed in this study to explore film-cooling enhancement by
injecting mist into the cooling air with a focus on investigating the effect of various
modeling schemes on simulation results. The effect of turbulence models, dispersed-phase
modeling, inclusion of different forces (Saffman, thermophoresis, and Brownian), trajec-
tory tracking, and mist injection scheme is studied. The effect of flow inlet boundary
conditions (with/without air supply plenum), inlet turbulence intensity, and the near-wall
grid density on simulation results is also included. Simulation of a two-dimensional (2D)
slot film cooling with a fixed blowing angle and blowing ratio shows a 2% mist (by mass)
injected into the cooling air can increase the cooling effectiveness about 45%. The
renormalization group (RNG) k-� model, Reynolds stress model, and the standard k-�
turbulence model with an enhanced wall treatment produce consistent and reasonable
results while the turbulence dispersion has a significant effect on mist film cooling
through the stochastic trajectory calculation. The thermophoretic force slightly increases
the cooling effectiveness, but the effect of Brownian force and Saffman lift is impercep-
tible. The cooling performance deteriorates when the plenum is included in the calcula-
tion due to the altered velocity profile and turbulence intensity at the jet exit plane. The
results of this paper can provide guidance for corresponding experiments and serve as
the qualification reference for future more complicated studies with 3D cooling holes,
different blowing ratios, various density ratios, and rotational effect.
�DOI: 10.1115/1.2709959�

Keywords: film cooling, gas turbine cooling, mist cooling, two-phase flow simulation
ntroduction
For more than half a century �1,2�, air film cooling has been

ommonly applied to cool gas turbine hot components such as
ombustor liners, combustor transition pieces, turbine vanes
nozzles�, and blades �buckets�. Numerous studies have been per-
ormed to make film cooling more effective by optimizing the
njection angles and blowing ratios and designing different injec-
ion hole configurations. Open literature shows that the optimal
njection angle of forward inclination is about 30–35 deg. Jia et
l. �3� verified that the recirculation bubble downstream the jet
anishes when the angle is 30 deg or less. The injection angle in
ell et al. �4� and Brittingham and Leylek �5� is 35 deg. Taslim
nd Khanicheh �6� conducted experimental and numerical studies
ith an injection angle of 25 deg. The blowing ratio is another

mportant parameter in film cooling. As found in Ref. �3�, it has a
arge effect on the size of recirculation. Kwak and Han �7� mea-
ured heat transfer coefficients and film-cooling effectiveness on a
as turbine blade tip. Their results showed that heat transfer co-
fficient decreased as the blowing ratio increased, while the film
ffectiveness increased. Mayhew et al. �8� measured the adiabatic
ooling effectiveness of film cooling with compound angle holes
sing thermochronic liquid crystal. Their photographs show that
arge blowing ratios lower the cooling performance.

Since the mixing between the coolant and main flow is partially
ontrolled by turbulence diffusion, the inlet turbulence intensity of
oolant jet also affects film cooling. As shown in Mayhew et al.
8�, low inlet turbulence intensity keeps the coolant close to the
all when the blowing ratio is low; while high inlet turbulence

ntensity helps bring the coolant back to the wall when the blow-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 1, 2006; final manuscript re-

eived January 3, 2007. Review conducted by Jayathi Murthy.

72 / Vol. 129, APRIL 2007 Copyright © 20
ing ratio is high. To study the effect of upstream flow conditions
on film cooling, an inlet plenum as well as the flow arrangement is
considered in numerical studies by Brittingham and Leylek �5�,
Adami et al. �9�, etc. It is concluded that an accurate prediction of
coolant discharge and wall coverage of cooling film requires com-
putation of flow field in the cooling air supply plenum and duct.

Many studies have been conducted on shaped holes with vari-
ous configurations. For example, Bell et al. �4� found laterally
diffused compound-angle holes and forward diffused compound-
angle holes produce higher effectiveness over much wider ranges
of blowing ratio and momentum flux ratio compared to the other
three simple-angle configurations tested. Brittingham and Leylek
�5� concluded that the compound-angle shaped holes could be
designed to eliminate crossflow line-of-sight between adjacent
holes, and thus somewhat mimic slot-jet performance. To reduce
nonuniform cooling pattern inherent in discrete injection holes,
Wang et al. �10� conducted experiments by embedding the dis-
crete injection holes in a slot recessing beneath the surface. Pre-
mixing inside the slot makes the film cooling more uniform than
discrete injection holes.

Although these technologies can continuously improve the per-
formance of conventional air film cooling, the increased net ben-
efits seem to be approaching their limit. In view of the high con-
tents of H2 and CO in the synthetic fuels for next generation
turbines, the increased flame temperature and flame speed from
those of natural gas combustion will make gas turbine cooling
more difficult and more important. Therefore, development of
new cooling techniques is essential for surpassing current limits.
One potential new cooling technique is to inject a small amount of
tiny water droplets �mist� into the cooling air to enhance the cool-
ing performance. The key mechanism of mist cooling enhance-
ment is attributed to the heat absorbed by evaporation of droplets
when moving along the coolant air. The second cooling enhance-

ment mechanism is contributed by direct contact between water

07 by ASME Transactions of the ASME
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roplet and the wall. Other minor cooling enhancement mecha-
isms include increased temperature gradient and augmented mix-
ng due to droplet–air interactions. Furthermore, continuous
vaporation of droplets can last farther into the downstream re-
ion where single-phase air film cooling becomes less effective.

Mist has been used to enhance heat transfer in gas turbine sys-
ems in different ways. Gas turbine inlet air fog cooling �11� is a
ommon application where water droplets evaporate to lower the
ompressor air inlet temperature until the relative humidity
eaches 100%. In addition, fog overspray is used in industry to
rovide evaporative cool inside the compressor. Petr �12� reported
he results of thermodynamic analysis of the gas turbine cycle
ith wet compression based on detailed simulation of a two-phase

ompression process. In 1998, Nirmalan et al. �13� applied water/
ir mixture as the impingement coolant to cool gas turbine vanes.
o explore an innovative approach to cool future high-temperature
as turbines, the authors’ research group has conducted a series of
xperimental studies of mist/steam cooling by injecting 7 �m �av-
rage diameter� water droplets into steam flow, e.g., Refs.
14–17�. For a straight tube �14�, the highest local heat transfer
nhancement of 200% was achieved with 1–5% �weight� mist,
nd the average enhancement was 100%. In a 180 deg tube bend
15�, the overall cooling enhancement ranged from 40% to 300%
ith the maximum local cooling enhancement being over 800%,
hich occurred at about 45 deg downstream of the test section

nlet. For jet impingement cooling over a flat surface �16�, a 200%
ooling enhancement was shown near the stagnation point by add-
ng 1.5% �weight� mist. In jet impingement on a concave surface
17�, enhancement of 30–200% was achieved within five-slot dis-
ance with 0.5% �weight� mist.

Besides experimental tests, numerical simulation is frequently
sed to study film cooling. Jia et al. �3� employed a V2F k-�
urbulence model to investigate slot jet film cooling. The standard
-� model with generalized wall function was used by Britting-
am and Leylek �5� to simulate film cooling with compound-angle
haped holes. Taslim and Khanicheh �6� also used the standard k-�
odel with generalized wall function in their study. Heidmann et

l. �18� employed a k-� model, which does not require a specified
istance to the wall for the near-wall grids. Tyagi and Acharya
19� used the large eddy simulation �LES� to reveal the aniso-
ropic characteristics in the wake region of a cooling jet.

To simulate the flow and heat transfer of a discrete phase, such
s droplets in mist film cooling, one approach is to track the
articles in a Lagrangian frame of reference, and at the same time
ompute the heat transfer between the discrete phase and the con-
inuous flow. The effect of discrete phase on flow and heat transfer
f the continuous phase is incorporated as a source term to the
overning equations. The Lagrangian method has been used in
any studies such as dispersion of post-dryout flow �20�, evapo-

ating droplets in a swirling jet �21�, and evaporating spray in
urbulent gas flow �22�. Li and Wang �23� conducted a numerical
imulation of mist film cooling using the standard k-� turbulence
odel with enhanced wall function. Three different holes are

dopted in their study including a two-dimensional �2D� slot, a
ound hole, and a fan-shaped diffusion hole. A comprehensive
tudy is performed on the effect of main flow temperature, blow-
ng angle, blowing ratio, mist injection rate, and droplet size on
he 2D slot cooling effectiveness. Significant cooling enhance-

ent �30–50%� was predicted for all the holes used.
Since the accuracy and validity of simulation depends largely

n the accuracy of numerical modeling, this paper focuses on
nvestigating the effect of various modeling schemes on the simu-
ated results of mist film cooling, including effects of turbulence

odels, different flow–droplet interactions �Saffman force,
rownian lift, and thermophoresis�, discrete-phase modeling, mist

njection locations, and trajectory tracking. The results of this pa-
er will serve as the qualification reference for more complicated

tudies including 3D cooling holes, various blowing ratios, vari-

ournal of Heat Transfer
ous density ratios, and rotational effect. This paper can also serve
as guidance for designing and conducting corresponding experi-
ments.

Numerical Model

Geometrical Configuration. A 2D slot is selected for this
study. Its configuration and main dimensions are shown in Fig. 1.
The slot width �b� is 4 mm and the slot length is 3b. The injection
angle is 35 deg, which is considered as the optimal value by Refs.
�4,5�. The computational domain has a length of 80b and a height
of 20b. The slot jet is set to 20b from the entrance of the main-
stream. To study the effect of upstream conditions of the coolant
flow on film cooling performance, a 7.0b�3.5b extended air sup-
ply plenum upstream the film cooling slot is added as a separate
case. The cooling air enters the plenum parallel to the main flow.

Governing Equations. The 2D time-averaged steady state
Navier–Stokes equations as well as equations for mass, energy,
and species transport are solved. The governing equations for con-
servation of mass, momentum, and energy are given as

�

�xi
��ui� = Sm �1�

�

�xi
��uiuj� = �ḡj −

�P

�xj
+

�

�xi
��ij − �ui�uj�� + Fj �2�

�

�xi
��cpuiT� =

�

�xi
��

�T

�xi
− �cpui�T�� + �� + Sh �3�

where �ij is the symmetric stress tensor defined as

�ij = �� �uj

�xi
+

�ui

�xj
−

2

3
	ij

�uk

�xk
� �4�

The source terms �Sm, Fj, and Sh� are used to include the contri-
bution from the dispersed phase. �� is the viscous dissipation and
� is the heat conductivity.

In mist film cooling, water droplets evaporate and the vapor
diffuses into its surrounding flow. The flow mixture consists of
three main components: water vapor �H2O�, oxygen �O2�, and

Fig. 1 Computational domain
nitrogen �N2�. The equation for species transport is
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�

�xi
��uiCj� =

�

�xi
��Dj

�Ci

�xi
− �ui�Cj�� + Sj �5�

here Cj is the mass fraction of the species �j� in the mixture, and

j is the source term for this species. Dj is the diffusion
oefficient.

Notice the terms of �ui�uj�, �cpui�T�, and �ui�Cj� represent the
eynolds stresses, turbulent heat fluxes, and turbulent concentra-

ion �or mass� fluxes, which should be modeled properly for a
urbulent flow. The Reynolds number of the main flow �based on
he duct height and the inlet condition specified later� is about
0,000 in this study. Therefore, turbulence models need to be
ncluded.

Turbulence Models

Standard k-� Model. The standard k-� model, which, based on
he Boussinesq hypothesis, relates the Reynolds stresses to the

ean velocity as

�ui�uj� = �t� �ui

�xj
+

�uj

�xi
� −

2

3
�k	ij �6�

here k is the turbulent kinetic energy, and �t is the turbulent
iscosity given by

�t = �C�k2/� �7�

here C� is a constant and � is the dissipation rate. The equations
or the turbulent kinetic energy �k� and the dissipation rate ��� are

�

�xi
��uik� =

�

�xi
��� +

�t


k
� �k

�xi
� + Gk − �� �8�

�

�xi
��ui�� =

�

�xi
��� +

�t


�
� ��

�xi
� + C1�Gk

�

k
− C2��

�2

k
�9�

he term Gk is the generation of turbulent kinetic energy due to
he mean velocity gradients.

The turbulent heat flux and mass flux can be modeled with the
urbulent heat conductivity ��t� and the turbulent diffusion coeffi-
ient �Dt�, respectively

�cpui�T� = − �t
�T

�xi
= − cp

�t

Prt

�T

�xi
�10�

�ui�C� = − �Dt
�C

�xi
= −

�t

Sct

�C

�xi
�11�

he constants C1�, C2�, C�, 
k, and 
� used are: C1�=1.44, C2�

1.92, C�=0.09, 
k=1.0, 
�=1.3 �24�. The turbulent Prandtl
umber, Prt, is set to 0.85, and the turbulent Schmidt number, Sct,
s set to 0.7.

Enhanced Wall Function. The above k-� model is mainly valid
or high Reynolds number fully turbulent flow. Special treatment
s needed in the region close to the wall. The enhanced wall func-
ion is one of several methods that model the near-wall flow. In
he enhanced wall treatment, a two-layer model is combined with
he wall functions. The whole domain is separated into a
iscosity-affected region and a fully turbulent region by defining a
urbulent Reynolds number, Rey

Rey = yk1/2/� �12�

here k is the turbulent kinetic energy and y is the distance from
he wall. The standard k-� model is used in the fully turbulent
egion where Rey �200, and the one-equation model of Wolfstein
25� is used in the viscosity-affected region with Rey 200. The
urbulent viscosities calculated from these two regions are blended

ith a blending function ��� to smoothen the transition

74 / Vol. 129, APRIL 2007
�t,enhanced = ��t + �1 − ���t,1 �13�

where �t is the viscosity from the k-� model of high Reynolds
number, and �t,l is the viscosity from the near-wall one-equation
model. The blending function is equal to 0 at the wall and 1 in the
fully turbulent region. The linear �laminar� and logarithmic �tur-
bulent� laws of the wall are also blended to make the wall func-
tions applicable throughout the entire near-wall region.

Reynolds Stress Model. In film cooling, the interaction between
the injected coolant flow and the approaching main flow could be
anisotropic and nonequilibrium with multiscaled integral and dis-
sipation length scales. Therefore, the Reynolds stress model
�RSM�, a second-moment closure, is considered in this study. The
Reynolds stress transport equation can be given as

�

�xk
��ukui�uj�� = −

�

�xk
��ukui�uj�uk� + P�	kjui� + 	ikuj��

+ �
�

�xk
�ui�uj��� − ��ui�uk�

�uj

�xk
+ uj�uk�

�ui

�xk
�

+ P� �ui�

�xj
+

�uj�

�xi
� − 2�

�ui�

�xk

�uj�

�xk
�14�

The diffusive term on the right-hand side can be modeled as

−
�

�xk
��ukui�uj�uk� + P�	kjui� + 	ikuj�� + �

�

�xk
�ui�uj���

=
�

�xk
��t


k

�

�xk
�ui�uj��� �15�

The second term on the right-hand side of Eq. �14� is the produc-
tion term, and it is notated as Gij

Gij = − ��ui�uk�
�uj

�xk
+ uj�uk�

�ui

�xk
� �16�

The third term is the pressure–strain term, which can be modeled
as

P� �ui�

�xj
+

�uj�

�xi
� = C1�

�

k
�ui�uj� −

2

3
	ijk� − C2�Aij −

1

3
	ijAkk�

�17�

where Aij =Gij −���ukui�uj�� /�xk. The constants C1 and C2 are 1.8
and 0.6, respectively. By assuming the dissipation is isotropic, the
last term in Eq. �14� can be approximated by

2�
�ui�

�xk

�uj�

�xk
=

2

3
	ij�� �18�

Modeling of the turbulent heat flux and mass flux are similar as
in the k-� model. The turbulent kinetic energy and its dissipation
rate can be calculated from the Reynolds stresses.

Other Models. Ignoring details here, the turbulence models
adopted in this study also include RNG k-� model, k-� model,
and the shear-stress transport �SST� k-� model. The RNG k-�
model was derived using renormalization group theory �26�. It has
an additional term in the � equation to improve the accuracy for
rapidly strained flows. The effective viscosity is used to account
for low-Reynolds-number effect. Theoretically, this model is more
accurate and reliable than the standard k-� model. The standard
k-� model is an empirical model based on transport equations for
the turbulent kinetic energy �k� and the specific dissipation rate
���, which can also be considered as the ratio of � to k �27�. The
low-Reynolds-number effect is accounted for in the k-� model.
The SST model is a mixture of the k-� model and the k-� model:
close to the wall it becomes the k-� model while in the far field

the k-� model is applied �28�.
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Dispersed-Phase Model (Water Droplets)

Droplet Flow and Heat Transfer. Based on Newton’s second
aw, the droplet motion in airflow can be formulated by

mpdvp/dt = 	 F �19�

here mp is the droplet mass, and vp is the droplet velocity �vec-
or�. The right-hand side is the combined force acting on the drop-
et, which normally includes the hydrodynamic drag �29�, gravity,
nd other forces such as Saffman’s lift force �30�, thermophoretic
orce �31�, and Brownian force �32�, etc.

Without considering the radiation heat transfer, droplet’s heat
ransfer depends on convection and evaporation as given in the
ollowing equation

mpcp
dT

dt
= �d2h�T� − T� +

dmp

dt
hfg �20�

here hfg is the latent heat. The convective heat transfer coeffi-
ient �h� can be obtained with an empirical correlation �33,34�

Nud =
hd

�
= 2.0 + 0.6Red

0.5Pr0.33 �21�

here Nu is the Nusselt number, and Pr is the Prandtl number.
The mass change rate or vaporization rate in Eq. �20� is gov-

rned by concentration difference between droplet surface and the
ir stream

−
dmp

dt
= �d2kc�Cs − C�� �22�

here kc is the mass transfer coefficient, and Cs is the vapor
oncentration at the droplet surface, which is evaluated by assum-
ng the flow over the surface is saturated. C� is the vapor concen-
ration of the bulk flow, obtained by solving the transport equa-
ions. The value of kc can be given from a correlation similar to
q. �21� by �33,34�.

Shd =
kcd

D
= 2.0 + 0.6Red

0.5Sc0.33 �23�

here Sh is the Sherwood number, Sc is the Schmidt number
defined as � /D�, and D is the diffusion coefficient of vapor in the
ulk flow.

When the droplet temperature reaches the boiling point, the
ollowing equation can be used to evaluate its evaporation rate
35�

−
dmp

dt
= �d2��

d
��2.0 + 0.46Red

0.5�ln�1 + cp�T� − T�/hfg�/cp

�24�

here � is the gas/air heat conductivity, and cp is the specific heat
f the bulk flow.

Theoretically, evaporation can occur at two stages: �a� when the
emperature is higher than the saturation temperature �based on
ocal water vapor concentration�, water evaporates, and the evapo-
ation is controlled by the water vapor partial pressure until 100%
elative humidity is achieved; �b� when the boiling temperature
determined by the air-water mixture pressure� is reached, water
ontinues to evaporate. After the droplet evaporates due to either
igh temperature or low moisture partial pressure, the vapor dif-
uses into the main flow and is transported away.

Stochastic Particle Tracking. The turbulence models discussed
bove can only obtain the time-averaged velocity. Using this ve-
ocity to trace the droplet will result in an averaged trajectory. In a
eal flow, the instantaneous velocity fluctuation would make the
roplet move around this averaged track. However, the instanta-
eous velocity is not simulated in the current computation because
he turbulence is modeled as time-averaged terms. One way to

imulate the instantaneous turbulence effect on droplets dispersion

ournal of Heat Transfer
is to “improvise” the random turbulence fluctuation by using the
stochastic tracking scheme �36�. Basically, the droplet trajectories
are calculated by imposing the instantaneous flow velocity �ū
+u�� rather than the average velocity �ū�. The velocity fluctuation
is then given as

u� = ��u�2�0.5 = ��2k/3�0.5 �25�

where � is a normally distributed random number. This velocity
will apply during a characteristic lifetime of the eddy �te�, a time
scale calculated from the turbulent kinetic energy and dissipation
rate. After this time period, the instantaneous velocity will be
updated with a new � value until a full trajectory is obtained. Note
when the RSM model is used, the velocity fluctuation is indepen-
dently decided in each direction. When the stochastic tracking is
applied, the basic interaction between droplets and continuous
phase keeps the same, accounted by the source terms in the con-
servation equations. The source terms are not directly but rather
indirectly affected by the stochastic method, so formulation of the
source terms is not affected by implementing the stochastic track-
ing method. For example, the drag force between a water droplet
and the air flow depends on the slip velocity calculated by the
averaged Navier–Stoke equations. When the stochastic tracking
method is used, a random velocity fluctuation is imposed at an
instant of time, and the drag force will be calculated based on this
instantaneous slip velocity. The source term associated with this
instantaneous drag force enters into the momentum equation with-
out any additional formulation. For a steady-state calculation, the
“instant of time” means “each iteration step.”

Boundary Conditions

Continuous Phase. The main flow is assumed to be dry air �zero
humidity�. Uniform velocity �10 m/s� and temperature �400 K�
are assigned to the mainstream inlet. Coolant flow is assigned as
saturated air �100% relative humidity�. Without the plenum, jet
inlet velocity of the coolant slot is 10 m/s, and the temperature is
300 K. For cases with the plenum, the inlet velocity of coolant
flow at the plenum inlet is 2.87 m/s, which gives an average jet
velocity of 10 m/s. The inlet condition of the turbulence is speci-
fied by providing the turbulence intensity and the turbulence
length scale �half of the hydraulic diameter times 0.07�. The tur-
bulence intensity of both mainstream inlet and coolant flow inlet
is 1% for most of the cases, while a turbulence intensity of 10% is
assigned to study its effect on cooling performance.

The flow exit �outlet� of main computational domain is as-
sumed to be at a constant pressure. The backflow �reverse flow�, if
any, is set to 400 K. All the walls in the computational domain are
adiabatic and have a nonslip velocity boundary condition.

Note that the above assigned temperature and velocity condi-
tions are referenced in several previous studies of air-film cooling,
for example, Refs. �4,5�, although they are not corresponding to
the real conditions in gas turbine applications. For the conve-
nience of comparing the results of this study to other published
work, these values used by the previous published work are
adopted in this study. While the current paper serves as a concep-
tual study on film cooling with mist injection, further research is
to be performed with more realistic parameters for gas turbine
applications.

Disperse Phase. The droplet size is uniformly given as 10 �m.
The mass ratio of mist over cooling airflow is 2%, which is about
7.0�10−4 kg/s for the 2D slot with a unit depth of 1 m. Mist is
injected at 25 locations uniformly distributed along the jet inlet or
the inlet of the air plenum. To examine the effect of the number of
mist injection locations, cases with different injection locations
are considered. The effect of turbulent dispersion on droplet tra-
jectories is calculated by tracking a number of trajectories with the
stochastic method. The trajectory number is chosen to be 50 in
most cases. Several test runs are conducted to check the effect of

this trajectory number. The boundary condition of droplets at
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alls is assigned as “reflect,” which means the droplets elastically
ebound off once reaching the wall. At the outlet, the droplets just
imply flee/escape from the computational domain. A more com-
lex model is needed to determine if the droplets break up, re-
ound, or are trapped by �or wet� the wall when they hit the wall.
owever, further analysis shows only a small percentage �ap-
roximately 1–2%� of droplets have the chance to contact the
all. In a real gas turbine condition with a wall superheated
00–1000 K above the saturation temperature, the droplets will
efinitely reflect elastically if they ever touch the wall.

Numerical Method. The commercial software package FLUENT

version 6.2.16� from Fluent, Inc. is adopted in this study. The
imulation uses the segregated solver, which employs an implicit
ressure–correction scheme �35�. The SIMPLE algorithm is used
o couple the pressure and velocity. Second order upwind scheme
s selected for spatial discretization of the convective terms and
pecies. Lagrangian trajectory calculations are employed to model
he dispersed phase of droplets. The impact of droplets on the
ontinuous phase is considered as source terms to the governing
quations. After obtaining an approximate flow field of the con-
inuous phase �airflow in this study�, droplets are injected and
heir trajectories are calculated. At the same time, drag, heat, and

ass transfer between the droplets and the airflow is calculated.
he simulation is conducted as a steady-state problem.
As shown in Fig. 2, structured but nonuniform grids are con-

tructed in this study. The grids near the jet wall and the bottom
all of the main domain are denser than the other area. The grid
umber is 400 in the x direction and 120 in the y direction. Dif-
erent meshes are tested for grid dependence. Furthermore, the
ear-wall grid is adapted twice to test its effect on calculated
esults for both single-phase and mist film cooling cases.

Iteration proceeds alternatively between the continuous and dis-
rete phases. Ten iterations in the continuous phase are conducted
etween two iterations in the discrete phase. Converged results are
btained after the specified residuals are met. A converged result
enders mass residual of 10−4, energy residual of 10−6, and mo-
entum and turbulence kinetic energy residuals of 10−5. These

esiduals are the summation of the imbalance for each cell, scaled
y a representative of the flow rate. Typically, 1000–2000 itera-
ions are needed to obtain a converged result, which takes about
–2 h on a 2.8 GHz Pentium 4 personal computer. The simulation
recision is estimated to be 10%; and the accuracy of the results is

Fig. 2 Meshes
stimated to be 15%.
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Results and Discussion

Baseline Case. The baseline case is run with the basic mesh
�400�120� shown in Fig. 2�a�. The inlet velocity is 10 m/s for
both the mainstream and jet flow. The temperatures are 400 K and
300 K for the mainstream and jet flow, respectively. Considering
the density difference, the blowing ratio, defined as M
= ��u�c / ��u�g, is 1.3 in this case, while the ratio of velocity is 1.
Here the subscript “c” represents the coolant flow, and “g” repre-
sents the main flow. The standard k-� turbulence model with en-
hanced wall treatment is used with an inlet turbulence intensity of
1%. Mist mass ratio is 2%, and the droplet size is 10 �m. The
mist is injected into the jet flow uniformly at 25 locations of the
inlet. Stochastic tracking is used with a trajectory number of 50.
Therefore, the total number of trajectories is 1250 �50�25�.

The adiabatic cooling effectiveness ��� is used to examine the
performance of mist film cooling. The definition of � is

� = �Tg − Taw�/�Tg − Tc� �26�

where Tg is the mainstream hot gas inlet temperature, which is a
fixed value for calculating the adiabatic cooling effectiveness of
any location. Tc is the temperature of the coolant �jet�, which is
assigned as a constant of 300 K in this study. Taw is the adiabatic
wall temperature, which is calculated for each location by assign-
ing a zero wall heat flux as the boundary condition to simulate a
perfectly insulated wall. � ranges from 0 �no cooling� to 1 �ideal
case�. Figure 3 shows the effectiveness along the cooling surface.
Note that the hydraulic diameter of the slot �2b� is used to scale
the distance downstream. It can be seen that film cooling is sig-
nificantly enhanced by mist injection, especially in the down-
stream region, where the evaporation of droplets becomes stron-
ger because of deterioration of air film cooling and the resulted
higher flow temperature. Due to continuous mixing between the
main flow and coolant, film cooling inevitably becomes less ef-
fective downstream. It has been a serious challenge to enhance
cooling downstream of x /2b=15. The injection of water droplets
works very well to meet this challenge. Also shown in Fig. 3 is the
cooling enhancement ratio with and without mist ��mist /�0�. The
cooling enhancement can be defined as ��mist /�0−1�. It is seen
that the maximum enhancement can reach 42% further down-
stream �x /2b=30� with an average cooling enhancement of
15.5%.

Effect of Near-Wall Grid. To apply the enhanced wall treat-
ment in resolving the viscosity-affected near-wall region, the near-
wall mesh should be constructed to have y+ at the order of 1. It is
also reported that a higher y+ is acceptable as long as it is well

+ +

Fig. 3 Baseline cooling effectiveness and enhancement
inside the viscous sublayer �y 4–5�. Figure 4 shows the y

Transactions of the ASME



v
r
c
e
t
t
d
m

A
T
=
fi
i
r
b
T
c
w
w
m
v
i

n
i

J

alue along the wall in the current study. It can be seen that y+

anges from 3 to 4.5 for the basic grid. The y+ value of film
ooling with mist is almost the same as the case without mist. To
xamine the effect of near-wall grid on mist film cooling simula-
ion, the near-wall grid is refined twice—each time the density of
en grids close to the wall are doubled in both directions: The first
oubling brings the y+ value to 1.5–2, and the second doubling
akes the y+ value lower than 1 at most of the locations.
The effect of near-wall grids on film cooling is shown in Fig. 5.

ll three single-phase film cooling cases show identical values.
his indicates that the first near-wall grid could be placed at y+

5 and does not affect the results for the air–film cases. As to mist
lm cooling, there is a 3–5 percentage points increase of the cool-

ng effectiveness when the finer grids are adopted. A possible
eason is that the source terms contributed by droplet evaporation
ecome more important to smaller control volumes near the wall.
he low velocity close to the wall keeps the droplets in the vis-
ous layer longer. Evaporative cooling is more effective near the
all because the droplets are physically present near the wall
hen finer near-wall grids are present in the computational do-
ain. However, the wall function treatment could represent the

elocity profile adequately but does not include the discrete phase
f no grids are present near the wall.

Due to the low velocity close to the wall, more time steps are
eeded to calculate the droplets’ trajectories and the CPU time
ncreases significantly �3–5 times�.

Fig. 4 y+ along the wall with different grid systems
Fig. 5 Cooling effectiveness with different grid systems

ournal of Heat Transfer
Effect of Turbulence Models. To study the effect of turbulence
models on film cooling simulation, different turbulence models,
including the RNG k-�, k-�, and Reynolds stress model, are em-
ployed. It is noted that the constants in turbulence equations may
not be the most appropriate values for mist film cooling flow.
Usually these constants need to be “tuned” for different flow
physics such as accelerated flow, decelerated flow, separated flow,
low-Reynolds number flow, curved flow, and rotating flow, etc.
Since a better knowledge is needed on what values these turbu-
lence constants should be for a mist film cooling flow, the current
approach is conservative and appropriate by not tuning the values
of these constants. Furthermore, the main purpose of this study is
to investigate the effect of adding mist to the air flow on film
cooling effectiveness, rather than study how turbulence models
should be modified to predict mist film cooling flow more accu-
rately. Therefore, using the same values of these turbulence con-
stants for both the air-only flow and the air/mist flow provides a
controlled condition for a meaningful comparison of the results.

Figure 6 shows the cooling effectiveness from different models.
Basically, the standard k-�, RNG, and RSM models give very
similar results: The cooling effectiveness differs only by 0.02,
which is slightly higher than the test data in Ref. �37�. The pos-
sible reasons that may cause the difference between the experi-
mental data and simulation are �a� edge effect—the slot is not
truly two-dimensional in the test. The data in Ref. �37� represent
averaged values in the spanwise direction. �b� The test surface is
not truly adiabatic in experiments, so the coolant flow could be
preheated by the test section wall and lead to a lower film cooling
effectiveness. �c� The boundary layer approaching the injection
holes is different between simulation and experimental cases. The
boundary layer in the experiment of Ref. �37� was tripped by a
wire, which was not simulated in this study. �d� The inherited
errors contributed from numerical formulating, calculation, and
modeling. However, the k-� and SST give results significantly
deviating from the former group; the difference of cooling effec-
tiveness can be as large as 0.2. Further analysis shows that the
flow structure near the jet exit also varies with the turbulence
model used. It is speculated that the different flow patterns predi-
cated by various turbulence models could shed some light on ex-
plaining the different cooling performance. Figure 7 shows that
the standard k-� model predicts a small recirculation region in-
duced by flow separation downstream the jet, while all the other

Fig. 6 Effect of turbulence models on single-phase film cool-
ing performance
models, including both the SST model and RSM model, predict a
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arger flow separation. Since both RNG and RSM predict similar
ooling performance as the standard k-� model, the effect of the
ifferent sizes of separation region does not seem to be predomi-
ant on cooling effectiveness in this study. An even smaller vortex
ocated immediately upstream of the jet exit is predicted. Its effect
n cooling effectiveness could be ignored. The downstream sepa-
ation is expected to exert a negative impact on aerodynamic
fficiency.

The characteristics of the approaching boundary layer predicted
y different turbulence models are documented in Table 1. The
ocation is at 60 mm downstream of the mainstream inlet and
0 mm upstream of the coolant jet. k-� and SST models result in
thinner boundary layer thickness, which is consistent with the

igher cooling effectiveness. Note that the boundary layer close to
he coolant jet hole is disturbed by the jet flow, so it is not appro-
riate to document the approaching boundary layer characteristics
oo close to the jet hole.

Figure 8 shows the effect of turbulence models on mist film
ooling. Since single-phase experimental results support that k-�
nd SST models �without fine tuning of the turbulence constants�
re poorer for the current problem, these two models are not ap-
lied for mist cooling cases. The RNG model gives a similar
esult as the standard k-� model does. The cooling effectiveness
rom RSM model is consistently lower than the other two turbu-
ence models by 0.05. The explanation can be sought by looking
nto the prediction of turbulence characteristics in Figs. 9 and 10.

Figure 9 shows the distribution of the Reynolds stresses in con-
our plots, and Fig. 10 presents the Reynolds stress values at
/2b=0.125. As expected, the turbulence is anisotropic near the

et exit and the adiabatic wall. The Reynolds stress of u�u� is
arger than v�v� in most cases, and even far downstream the an-
sotropy index �ratio of u�u� and v�v�� can be as high as 5. Com-
ared to other models, RSM predicts smaller turbulence fluctua-
ions in the y direction, and that makes the droplets move at a
ower speed towards the wall. Therefore, the droplet effect pre-
icted by the RSM model becomes relatively weaker. The Rey-

ig. 7 Flow field close to the jet exit predicted by different
urbulence models

able 1 Characteristics of approaching boundary layers with
ifferent turbulence models, located at 60 mm downstream the
ainstream inlet and 20 mm before the coolant jet hole

k-� RNG k-� SST RSM

oundary layer thickness, 	 �mm� 2.8 2.8 2.1 2.1 2.5
isplacement thickness, 	1 �mm� 0.68 0.68 0.72 0.72 0.76
omentum thickness, 	2 �mm� 0.31 0.31 0.28 0.27 0.31

hape factor, H12=	1 /	2
2.19 2.19 2.57 2.67 2.45
78 / Vol. 129, APRIL 2007
nolds stresses become very small in the field far away from the
wall �not shown in the figure�, and the ratio of Reynolds stresses
�u�u� /v�v�� is close to 1, which means the flow is close to isotro-
pic in the far field. Rigorous turbulence transport, represented by
the value of u�v�, seems to be present in the region of x /2b5 as
shown in Fig. 10.

Fig. 8 Effect of turbulence models on mist film cooling
performance

Fig. 9 Distribution of Reynolds stresses close to the jet exit
predicted by the RSM model
Fig. 10 Reynolds stresses predicted by the RSM model

Transactions of the ASME



c
c
u
t
l
a
r
n
e
o
t
n
i
t
s
f
r
1

a
u
t
e
m
t
t
i
p
a
w
i
n
t
b
d
a
s
c
t
i
x
b
a
t
t

J

Effect of the Number of Injection Locations. In a real appli-
ation, the droplets are expected to be premixed uniformly in the
oolant before entering the plenum. In simulation, the droplets are
niformly injected into the flow from a limited number of loca-
ions with a specified flow rate. It is understandable that the simu-
ation results will be more accurate when more injection locations
re applied in simulation. However, more injection locations will
equire more computational time. To examine how the injection
umber affects the numerical results, Fig. 11 shows the cooling
ffectiveness with three different injection numbers while the
verall mist concentration keeps the same. The results show that
he average cooling effectiveness is similar for all three injection
umbers. The smaller injection number at 10 has caused unreal-
stic numerical jiggles. The highest injection number at 100 loca-
ions gives the smoothest cooling effectiveness distribution. To
ave computational time, the injection number is selected to be 25
or all cases because the overall results are sufficiently compa-
able within one percentage point to that predicted by employing
00 injection locations.

Effect of the Number of Stochastic Tracking. To take into
ccount the effect of turbulence on the dispersion of droplets by
sing stochastic tracking scheme, trajectories are calculated and
raced multiple times for each droplet injection and the averaged
ffect is applied to the main flow. It is desirable to know how
any times the trajectories should be tracked and how important

he turbulence dispersion is on mist film cooling. Figure 12 shows
he results with different tracking numbers. Without random track-
ng, the effectiveness of mist film cooling is about ten percentage
oints lower because all the droplets follow the streamline closely
nd theoretically never have a chance to move closer or touch the
all. The instantaneous, unsteady droplet dynamics induced by

nstantaneous turbulence fluctuations is not included in the Rey-
olds average equation. Random tracking scheme creates a dis-
ributed random number to simulate the instantaneous random tur-
ulence fluctuations and applies the random fluctuations to
roplets only �see Eq. �25��. The turbulence calculation is not
ffected. Although the droplets’ trajectory is not the same as the
treamline, they are very close when the droplet size is small. By
onsidering the turbulence dispersion, the droplets deviate from
he streamline and some of them move towards the surface, lead-
ng to a significantly increased effectiveness downstream of
/2b=5. The random effect of the turbulence on the droplets can
e reasonably predicted only if a sufficient number of trajectories
re calculated. Fewer trajectories will show a nonsmooth distribu-
ion of the effectiveness, which does not correctly reflect the ac-

Fig. 11 Effect of the number of injection locations
ual effect from numerous droplets. In this study, the trajectory

ournal of Heat Transfer
number for the baseline case is chosen to be 50 at each injection
location. The total trajectory number is 50�25=1250, which
gives a reasonable smooth curve.

It should be noted that the iteration convergence becomes dif-
ficult after introducing the stochastic tracking, especially with a
small number of trajectories. As seen in Fig. 13, after activating
the mist injection, the residuals drop first, followed by fluctuation
at a certain level. The fluctuation does not exist in the case of mist
film cooling without stochastic tracking. This is because with sto-
chastic tracking, the trajectories change each time the discrete
phase information is updated and the source terms contributed by
the droplets change accordingly, even though the flow field of
continuous phase keeps the same. Therefore, the residuals in-
crease each time the droplets are retracked. Tracking more trajec-
tories from a large number of injections reduces the level of re-
siduals fluctuations.

Effect of Inlet Turbulence Intensity. Four cases have been
considered: 1% for both main flow and jet flow; 1% for main flow,
and 10% for jet flow; 10% for main flow and 1% for jet flow; and
10% for both main and jet flow. Figure 14 presents the results of
two cases to show the effect of inlet turbulence intensity; the other
two cases are bound by the two cases shown in Fig. 14. Higher
turbulence intensity reduces the cooling effectiveness due to a
higher mixing rate between the main flow and coolant. The maxi-
mum reduction of cooling effectiveness is about 0.05 under the
conditions of this study. It is found that the coolant inlet turbu-

Fig. 12 Effect of number of stochastic tracking
Fig. 13 Residual histories
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ence intensity mainly affects the cooling performance close to the
et exit and the main flow inlet turbulence intensity affects the
esult far downstream. As to the mist film cooling, the higher inlet
urbulence intensity enhances the mixing of the coolant and main
ow, but at the same time it can augment the droplet turbulence
ispersion towards the wall. The combined effect produces a little
it lower cooling effectiveness �0.01–0.02� in this study, which is
lso shown in Fig. 14.

Mayhew et al. �9� reported that higher jet inlet turbulence in-
ensity produces a lower cooling effectiveness when the blowing
atio is low �0.5�. However, at high blowing ratio �1.5�, higher jet
nlet turbulence intensity helps bring the coolant toward the wall
nd improves the cooling performance. The cases in Ref �9� are
or three-dimensional holes, and the 3D effect can contribute to
his difference.

Effect of Inlet Plenum. Several numerical studies, for ex-
mple, Refs. �5,9�, included a plenum with different flow arrange-
ents to account for the effect of flow entering the jet hole on film

ooling. They reported that the plenum geometry could largely
ffect film cooling flow pattern and cooling performance. The
ffect of plenum is also examined for mist film cooling in this
tudy. The plenum has a size of 7.0b�3.5b, and its inlet velocity
s parallel to the main flow.

As shown in Fig. 15, under the parameters of the current study,
he plenum does play an important role for both the single-phase
nd mist film cooling. With the plenum considered, the effective-
ess decreases by 0.03–0.04 for single-phase and 0.07–0.1 for
ist film cooling, respectively. Figure 16 gives the details of flow
elds close to the injection slot. It can be seen that the flow sepa-
ates inside the coolant supply passage. The turbulence intensity
f the coolant flow increases significantly due to flow separation
nside the film slot. The high turbulence results in reduced cooling
ffectiveness due to a rapid mixing between the coolant and main
ow. As seen in Fig. 16, the droplet trajectories significantly de-
iate from the case without the plenum. When the turbulent dis-
ersion is not considered by applying stochastic tracking, all the
roplets tend to merge into a finite string after leaving the plenum,
hich is the typical “roping” phenomenon. The turbulent fluctua-

ion can cause the droplets “string” to loosen. However, compared
o the case without plenum, the average trajectory of the droplets

oves away from the cooling wall, which degrades the cooling
erformance. The effect of plenum on mist film cooling perfor-
ance is more than on single-phase film cooling performance.
ore studies are needed to determine optimizing plenum geom-

tries for mist film cooling applications.

Effect of Gravity. Film cooling orientation can be in any di-

Fig. 14 Effect of inlet turbulence intensity
ection. In this study, the effect of gravity is examined by setting

80 / Vol. 129, APRIL 2007
the gravity normal to the cooling surface. As expected, if the
gravity makes the droplets move towards the wall, the cooling
enhancement will be 2–5% higher �no figure is shown here�. This
effect is also related to the droplet size and jet velocity. In a real
application at high pressure and velocity conditions, the effect of
gravity could be neglected.

Effect of Saffman Lift, Thermophoretic, and Brownian
Forces. Recognizing that the motion of droplets in film cooling is
subject to additional forces such as thermophoretic force, Saffman
lift, and Brownian force, cases are run to investigate the impor-
tance of these forces with one force exclusively activated each
time. Saffman force �30� concerns a sphere moving in a shear

Fig. 15 Effect of inlet plenum on film cooling performance

Fig. 16 Velocity vector and droplet trajectories near the jet

slot with inlet plenum for mist film cooling
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eld. It is perpendicular to the direction of flow, originating from
he inertia effects in the viscous flow around the particle. It can be
iven as

Fsaff = 1.615��0.5�ug − up��du/dn�0.5 �27�

here du /dn is the gradient of the tangential velocity. It is valid
nly when Rep�1.
The thermophoretic force is arisen from asymmetrical interac-

ions between a particle and the surrounding fluid molecules due
o a temperature gradient. This force tends to repel particles or
roplets from a high temperature region to a low-temperature re-
ion. The following equation can be used to model this force

Fn = − K
1

mpT

�T

�n
�28�

here K is a thermophoretic coefficient, and more details can be
ound in Talbot et al. �31�

Brownian force involves random motion of a small particle
uspended in a fluid, which resulted from the instantaneous impact
f fluid molecules. It can be modeled as a Gaussian white noise
rocess with spectral intensity given by Ref. �32�.

Results indicate that the effect of Saffman lift and Brownian
orce is imperceptible. The thermophoretic force, which tends to
ove the droplets toward the cold wall, increases the cooling

ffectiveness by 0.01 on average. Since all the curves collapse
nto the baseline case, no figure is given here.

oncerns and Future Research
The main objective of this study is to explore the concept of
ist film cooling and disparity induced by applying various mod-

ls and schemes on mist film cooling simulation. Although nu-
erical simulation shows promising results by employing mist
lm cooling, experimental studies are needed to verify these simu-

ated results. For example, the interaction of droplet with heated
all could be more complicated than the simple reflection applied

n this study. The importance of droplet collision and coalescence
ould be evaluated in future studies. There is a concern on the
otential erosion and corrosion introduced by the water droplets
n the gas turbine airfoils. This concern needs to be investigated
efore implementing the mist film cooling scheme.

onclusions
By injecting a small amount of droplets �mist� into the cooling

ir, the performance of film cooling could be improved signifi-
antly. This paper conducts numerical simulation to explore this
ew concept, focusing on the effect of turbulence models and
umerical modeling schemes of the dispersed phase. The effects
f inlet turbulence intensity as well as the grid density on numeri-
al results are also studied. The conclusions are as follows:

1 Injecting 2% mist by mass into the coolant can increase the
cooling effectiveness downstream 
45%;

2 Near-wall grids within a y+ of 5 show little effect on the
single-phase film cooling result. Refined grids close to the
wall are needed to provide more accurate predictions for mist
film cooling;

3 Results given by the RNG k-� model, RSM, and the standard
k-� model with enhanced wall treatment are consistent. Both
the k-� and SST models show much higher cooling effec-
tiveness. Simulation with RSM model indicates that the
lower normal Reynolds stress �v�v�� in the y direction results
in a lower cooling effectiveness than other turbulence mod-
els;

4 The turbulence dispersion shows a significant effect on mist
film cooling by using the stochastic tracking scheme. Ap-
proximately ten percentage points cooling effectiveness en-
hancement result in addition to the enhancement from the
mist film cooling without considering turbulence dispersion.

Random tracking makes the calculation convergence diffi-

ournal of Heat Transfer
cult. Adequate cooling effectiveness distribution can be ob-
tained with calculation of 50 or more trajectories at each
injection location;

5 25 injection locations of droplets are enough to catch the
effect of the mist on film cooling in this study. Numerical
jiggles on the cooling effectiveness curve appear when fewer
injection locations are employed;

6 Increasing the inlet turbulence intensity from 1% to 10%
gives a five percentage point decrease of cooling effective-
ness in this study. The effect of inlet turbulence intensity on
single-phase and mist film cooling is similar;

7 The plenum changes the coolant velocity profile and turbu-
lence intensity at the injection slot exit. The cooling perfor-
mance is adversely affected when the plenum is included in
this study due to a flow separation in the coolant slot and
roping phenomenon of droplets; and

8 The cooling effectiveness increases by one percentage point
on average when the thermophoretic force is included, which
tends to move the droplets toward the wall. The effect of
Brownian force and Saffman lift is imperceptible.
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Nomenclature
b � slot width �m�
C � concentration �kg/m3�
cp � specific heat �J/kg K�
D � mass diffusion coefficient �m2/s�
d � droplet diameter �m�
F � force �N�
k � turbulent kinetic energy �m2/s2�

kc � mass transfer coefficient �m/s�
h � convective heat transfer coefficient �W/m2 K�

hfg � latent heat �J/kg�
M � blowing ratio, ��u�c / ��u�g

m � mass �kg�
Nu � Nusselt number, hd /�

P � pressure �N/m2�
Pr � Prandtl number, � /�
Re � Reynolds number, ud /�
Sc � Schmidt number �� /D�
Sh � Sherwood number �kcd /D�
T � temperature �K, °F�
t � time �s�
u � streamwise velocity component �m/s�

u� ,T� ,C� � turbulence fluctuation terms
v � spanwise velocity component �m/s�

x ,y � coordinates

Greek
� � thermal diffusivity �m2/s�
� � turbulent dissipation rate �m2/s3�
� � film cooling effectiveness, �Tg-Taw� / �Tg-Tc�
� � heat conductivity �W/m K�
� � dynamic viscosity �kg/m s�
� � kinematic viscosity �m2/s�
� � density �kg/m3�
� � stress tensor �kg/ ms2�

Subscripts
aw � adiabatic wall

c � coolant or jet flow
g � hot gas/air

p � particle or droplet
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t � turbulent
0 � air film cooling without mist
� � far away from droplets
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Simulation of Interfacial Phonon
Transport in Si–Ge
Heterostructures Using an
Atomistic Green’s Function
Method
An atomistic Green’s function method is developed to simulate phonon transport across a
strained germanium (or silicon) thin film between two semi-infinite silicon (or germa-
nium) contacts. A plane-wave formulation is employed to handle the translational sym-
metry in directions parallel to the interfaces. The phonon transmission function and
thermal conductance across the thin film are evaluated for various atomic configurations.
The contributions from lattice straining and material heterogeneity are evaluated sepa-
rately, and their relative magnitudes are characterized. The dependence of thermal con-
ductance on film thickness is also calculated, verifying that the thermal conductance
reaches an asymptotic value for very thick films. The thermal boundary resistance of a
single Si/Ge interface is computed and agrees well with analytical model predictions.
Multiple-interface effects on thermal resistance are investigated, and the results indicate
that the first few interfaces have the most significant effect on the overall thermal
resistance. �DOI: 10.1115/1.2709656�
ntroduction
The characteristic feature sizes of modern electronic devices are

apidly approaching nanometer scales, and nanoengineered mate-
ials such as superlattices and quantum wires have been shown to
ossess excellent thermoelectric properties �1�. Heat transport in
hese systems, particularly across embedded interfaces, is critical
o their performance and can exhibit significant differences as
ompared to conventional Fourier heat conduction. In this paper,
n atomistic Green’s function method is developed to study cross-
lane heat conductance through a strained thin film between two
emi-infinite contacts and the thermal boundary resistance be-
ween two dissimilar diamond-structure crystals.

The atomistic Green’s function method is an effective tool to
imulate ballistic transport in nanoscale devices and has been
idely used in the simulation of electron transport �2�. The pri-
ary advantage of this approach is its efficiency in handling in-

erfacial and boundary scattering, two important mechanisms in
anoscale devices. The dominant phonon mean free path �MFP� in
ilicon at room temperature is approximately 300 nm �3�. When
he device characteristic length is much smaller than the MFP,
allistic transport dominates, and the major resistance to heat flow
s imposed by interfaces and boundaries.

Several theoretical models exist to estimate thermal boundary
esistance �TBR�. The acoustic mismatch model �AMM� by �4�
ccounts for long-wavelength phonons and relates the transmis-
ion coefficient to acoustic impedances of the two adjacent mate-
ials; therefore it is strictly valid only at low temperatures. The
iffuse mismatch model �DMM� by �5� assumes complete diffuse
cattering of phonons at interfaces and ascribes the thermal inter-
ace resistance to mismatches of phonon density of states. In order
o estimate thermal boundary resistance with the DMM, the pho-

Contributed by the Heat Transfer Division of ASME for publication in JOURNAL OF

EAT TRANSFER. Manuscript received December 15, 2005; final manuscript received
ay 30, 2006. Review conducted by Yogendra Joshi. Paper presented at the 2005
SME International Mechanical Engineering Congress �IMECE2005�, Orlando, FL,

SA, November 5–11, 2005.

ournal of Heat Transfer Copyright © 20
non density of states must be supplied, either from a priori calcu-
lations or experiments. Neither the AMM nor DMM includes the
details of interfacial microstructure, i.e., in both models, thermal
boundary resistance is determined solely by the two joining ma-
terials without regard to how they are joined. This approximation
limits the application of these two models �6�.

Several numerical tools have been employed to simulate sub-
continuum heat conduction. One of them is based on the phonon
Boltzmann transport equation �BTE�, which describes phonon
transport by a statistical distribution function. The BTE can be
solved by making an analogy to the equation of radiative transport
�ERT� �7�, using finite volume methods �8� or with Monte Carlo
methods �9�, with various assumptions and simplifications.
Yazdani and Asheghi �10� used the acoustic mismatch model to
predict interface resistance between strained Si/SiGe and solved
the BTE for phonons with a single mode relaxation time assump-
tion in a strained silicon transistor. Prasher and Phelan �7� devel-
oped a scattering-mediated AMM with the BTE to investigate
bulk scattering effects on thermal boundary resistance. In both
studies, the phonon density of states and group velocity were sup-
plied as assumed quantities, and different polarization branches
needed to be considered separately. Further, the nature of phonon
interfacial transport was simplified through AMM, DMM, or other
models.

Another relevant computational tool is molecular dynamics
�MD�, which is computationally expensive and treats atomic vi-
brational modes classically. Thus, strictly speaking, it is not appli-
cable at temperatures much lower than the Debye temperature.
Picu et al. �11� employed equilibrium molecular dynamics to
study strain and size effects in solid Ar nanostructures and con-
cluded that lattice thermal conductivity in strained nanostructures
under plane stress is controlled by boundary scattering. Abramson
et al. �12� used nonequilibrium molecular dynamics to study in-
terface and strain effects in Kr and Ar heterostructures and ob-
served that an imposed tensile strain resulted in a significant de-
crease in thermal conductivity. Schelling et al. �13� used MD to

simulate phonon wave-packet dynamics through perfectly coher-
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nt interfaces between two materials with different masses and
btained energy transmission coefficients that were similar to
hose of Young and Maris �14�.

The atomistic Green’s function method is based on a quantum
echanical description of the phonon energy distribution, rather

han the classical description employed in MD. Therefore, the
tomistic Green’s function method has significant advantages over
D at low temperatures. As long as the harmonic assumption is

atisfied, the atomistic Green’s function �AGF� method retains
hese advantages over MD. Practical examples include nanostruc-
ures with characteristic lengths that are much smaller than pho-
on mean free paths �typically 100–300 nm at room temperature�
nd transport across interfaces. Computationally, the calculation
f interfacial phonon transmission using Green’s functions is
uch faster than that by MD. Many numerical challenges such as
nite-size effects in MD are also mitigated.
Unlike the BTE with a boundary scattering model or a continu-

us acoustic wave model �15�, atomistic numerical methods �in-
luding MD, lattice dynamics, and the atomistic Green’s function
ethod� provide sound solutions without excessively complicated

ppreciation of phonon transport fundamentals �16�. To date,
tom-based simulations of phonon interfacial transport have not
een widely investigated and documented. Young and Maris �14�
nvestigated phonon transmission between two identical semi-
nfinite �face centered cubic� �FCC� lattices with different masses
nd spring constants using lattice dynamics, and the spectral de-
endence of the phonon transmission coefficient was calculated.
heir method was later extended by Pettersson and Mahan �17� to
andle dissimilar lattices. However, this method requires two lat-
ices fully connected at the interface, whereas the atomistic
reen’s function method can be used in cases where the two ma-

erials are connected by a nonperiodic junction, such as a point
ontact or a nanowire. Sui Herman �18� used a modified Keating/
alence-force-field model to study the effect of strain on phonon
ispersion and elastic constants of Group IV semiconductors, but
hermal transport calculations were not reported.

The atomistic Green’s function method, as shown in this paper,
rovides an accurate and versatile approach to perform nanoscale
eat transport simulations. The atomistic Green’s function method
s based on a dynamical equation and the quantum mechanical
honon energy distribution. The method incorporates the phonon
ensity of states into transmission function calculations. Therefore
o a priori knowledge of phonon density of states is required. The
nputs are equilibrium locations of atoms and interatomic poten-
ials, and experimentally fitted phonon dispersion curves are not
eeded. Under harmonic transport, the transmission function and
hermal conductance given by the atomistic Green’s function

ethod are exact. The wave nature of phonon transport is also
aptured, and a method to introduce the effect of anharmonicity
as recently been developed �19�. The atomistic Green’s function
ethod also holds the promise to provide boundary conditions for
esoscale simulation tools, such as BTE solvers.
Strained silicon technology provides a means to increase carrier
obility in the channel region of a metal–oxide–semiconductor
eld effect transistor �MOSFET� by altering electron energy
ands to reduce effective mass and intervalley scattering rates.
OSFETs based on this technology exhibit 10–25% improve-
ents in device performance metrics as compared to conventional

nstrained silicon transistors �20�. Pop et al. �21� used a Monte
arlo method to simulate electron–phonon interactions in order to
etermine the phonon generation rate and associated Joule heating
ffects in bulk and strained silicon. They found that generated
honon distributions are different in bulk and strained silicon at
ow fields. Phonon transport simulations with the atomistic
reen’s function method in this emerging technology can provide
ot only insights into heat transport through the strained silicon

ayer, but also a potentially common framework to simulate
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electron–phonon scattering and related local heat generation
and dissipation processes when combined with electron transport
solvers.

The theoretical framework of the atomistic Green’s function
method in phonon transport simulations has been described pre-
viously and implemented for a nanowire system in Refs. �22,23�.
The theory is extended in this paper to handle a thin-film system.
The transmission function and thermal conductance �resistance�
for strained thin films are evaluated, and their dependencies on
thickness, temperature, and other factors are discussed. A special
case is also considered in which the thermal boundary resistance
between two dissimilar materials is predicted. The general AGF
method presented in this paper can be readily extended to more
complicated nanostructures �such as nanowires or nanocrystals
with defects� between two bulk contacts.

Problem Definition
Actual atomic configurations at heterogeneous interfaces are

very complicated and vary significantly with deposition condi-
tions �24�. To define atomic locations in a reasonably simple way,
an idealized geometry has been chosen and is shown in Fig. 1.
The atomic lattice is based on an undistorted diamond lattice and
is later modified using Poisson’s ratio to reflect changes due to
strain.

In Fig. 1, each square represents a unit cell in a crystal lattice.
“Contact1” �including atom Groups LCB and LC� and “Contact2”
�including atom Groups RCB and RC� are two semi-infinite ther-
mal reservoirs at constant temperatures T1 and T2, respectively.
Atom Group LC includes atoms in “Contact1” that bond with the
thin-film atoms. Atoms in Group LCB do not have any bonds with
the thin-film atoms. Therefore, the dynamical properties of these
two regions �LCB and LC� are different. Similar definitions apply
to atom groups RC and RCB. A thin film �including atom groups
LD, D, and RD� of infinite extent in the x and y directions is
placed between the two contacts. Atom Groups LD and RD in-
clude thin-film atoms that bond with “Contact1” and “Contact2”
atoms, respectively. Atoms in Group D have no bond with either
contact. In the cases discussed later, the contact and thin-film ma-
terial can be either germanium or silicon, and their �100� direc-
tions are oriented along the z axis.

The size mismatch between silicon and germanium lattices cre-
ates either tensile or compressive strains on the thin film. The
semi-infinite contacts are assumed to remain unstrained due to

Fig. 1 Schematic diagram of a five-unit-cell thin film between
two semi-infinite contacts. The definitions of different groups
of atoms are shown. In this case, Region D includes three unit-
cell layers.
their bulk volumes. In this paper, we assume that the lattice mis-
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atch creates a pure-strained thin film without inducing disloca-
ions. Such lattices typically occur in extremely thin films, while
hicker films usually include buffer zones and relaxed lattices
25�. In the Ge/Si/Ge case �Ge contacts, Si thin film�, germanium
ontacts stretch the silicon thin film by 4% in the in-plane direc-
ion �xy plane�, creating biaxial strains of 0.04 in both x and y
irections. The silicon thin-film lattice tends to maintain its vol-
me, and consequently, it contracts in the z direction. We assume
hat the z strain can be calculated using the bulk Poisson’s ratio
0.28 for silicon �100� and 0.26 for germanium �100� �26��. Thus,
he z distance between any two atoms is reduced by a factor of
pproximately 0.01 �biaxial strain multiplied by Poisson’s ratio�.
imilar lattice adjustments have been applied to the Si/Ge/Si
ase.

heory

Harmonic Matrix and Interatomic Potential. The atomistic
reen’s function method starts by building harmonic matrices.
rior work �22� has shown that anharmonic scattering in Si at
oom temperature can be neglected if the device’s characteristic
ength is less than 20 nm, and even at the 45 nm semiconductor
echnology node, many film structures possess cross-plane thick-
esses less than 20 nm. In such cases, a harmonic potential can be
sed to build the harmonic matrix H, which represents interac-
ions among different degrees of freedom �d.o.f�. The mathemati-
al definition of the harmonic matrix is �22�

H = �Hij� =
1

�MiMj�−
�2U

�ui�uj
, if i � j

− 	
r�j

�2U

�ui�uj
, if i = j 
 �1�

here ui and uj refer to any two atomic displacement degrees of
reedom respectively; and U represents the total bonding energy.

i and Mj are atomic masses associated with degrees of freedom
i and uj, respectively. The dynamical equation of the entire lattice
an be written as

��2I − H�ũ = 0 �2�

here ũ is a column vector of degrees of freedom. We use Harri-
on’s interatomic potintial �27� to evaluate the harmonic matrix H

�Ui =
1

2
C0

�di − di,e�2

di,e
2 +

1

2
C1���i�2 �3�

here di represents the bond length; and di,e represents the equi-
ibrium bond length. ��i is the change to the equilibrium tetrahe-
ral angle �i �1.9106 rad�. Although this simple potential model
as only two independent parameters, C0 and C1 �see potential
arameters in Table 1�, it includes bond-stretching/bending poten-
ials and reproduces bulk phonon dispersion curves reasonably
ell �27�. This potential model was used to predict the thermal

onductivity of silicon nanowires, and the numerical results agree
ell with experimental data �28�. Because of the harmonic as-

umption, potential variations in the vicinity of the equilibrium

able 1 Computational parameters used in the construction of
i and Ge harmonic matrices. The first number in C0 is the
nstrained value and the second number is the strained value.

Silicon Germanium

tomic mass m �kg� 4.664�10−26 1.206�10−25

attice constant �Å� 5.43 5.65

0 in Harrison’s potential �eV� 49.1/44.8 47.2/51.2

1 in Harrison’s potential �eV� 1.07 0.845
oisson’s ratio 0.28 0.26
tomic positions are the only information needed to evaluate har-

ournal of Heat Transfer
monic matrices. Near the equilibrium locations, more complicated
inter-atomic potentials can be simplified parabolically to a form
that is consistent with Harrison’s potential. However, we also note
that the bond-stretching and bond-bending parts of the potential
are actually correlated, and other advanced potentials have been
developed to address this problem �29�.

Plane-Wave Formulation in Thin Films. The system of inter-
est in this work is infinitely large in the x and y directions and
contains infinite degrees of freedom. Therefore the harmonic ma-
trix defined in Eq. �1� is infinitely large. For these directions we
use the wave vector representation, in terms of k� �, to build har-

monic matrices �H̃� with the assumption of ideal translational in-
variance in x and y directions. The thin film and contacts are
divided into unit-cell layers along the z axis. One unit cell in each
layer is sufficient to represent the whole layer. A 6�6 harmonic

matrix H̃p is defined to represent the intralayer interaction in layer

p, while another 6�6 harmonic matrix T̃p,q is defined to represent
the interlayer interaction between layer p and the layer to its right
�q�

H̃p�k� �� = 	
n=0

4

Ht,ne−ik� �R
�

n �4�

T̃p,q�k� �� = 	
m=1

4

Ht,me−ik� �·R
�

m �5�

where t is an arbitrary unit cell on layer p. The index n loops
through the neighboring unit cells of unit cell t that are in the
same layer �p�, including itself �n ranges from 0 to 4 for a �100�
diamond lattice�, and the index m loops through the neighboring
cells in the next layer q �m ranges from 1 to 4 for a �100� diamond
lattice�. Ht,n �or Ht,m� is the regular harmonic matrix that links

unit cells t and n �or m�. With these two types of matrices �H̃p and

T̃p,q�, the complete harmonic matrix for any system can be as-
sembled. For example, the matrix to represent an l-layer thin film
is

H̃tf�k� �� = �
H̃1 T̃1,2 0 ¯ 0

T̃2,1 H̃2 T̃2,3 ¯ 0

] ] ] ] ]

0 ¯ 0 T̃l,l−1 H̃l

 �6�

where T̃p,q= T̃q,p
† �conjugate transpose�. k� � in Eqs. �4�–�6� is an

arbitrary two-dimensional �2D� lattice wave vector. Each

wavevector �k� � =kxb1
� +kyb2

� � represents phonons traveling in one
distinct x-y direction. The 2D lattice perpendicular to the �100�
direction is a square lattice, and its first Brillouin zone is a square
�kx� �−�2� /a ,�2� /a� ,ky � �−�2� /a ,�2� /a��, as shown in Fig.

Fig. 2 The 2D direct lattice „left… and reciprocal lattice „right… in
a fcc structure. A 10Ã10 mesh is placed on the first Brillouin
zone in the right subfigure.
2. Because of translational invariance in the x and y directions, the
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ransmission function for each k� � can be solved independently,
nd the total heat flux can be expressed as an integral of the
ndependent heat fluxes for each k� �. We emphasize that this sim-
lification would not be valid if the x and y translational symme-
ries were broken, such as in the case of a point contact. The total
eat flux calculation must account for phonons traveling in all
irections. Thus, it is expressed as an integral over k� � as shown in
he next section.

Green’s Function Matrices. The response of a dynamic sys-
em �defined by Eq. �2�� to an infinitesimal perturbation can be
escribed by a Green’s function. In the present work, the Green’s
unctions gLCB and gRCB represent the responses of the two semi-
nfinite contacts, respectively

gLCB��,k� �� � lim
�→0

���2 + �i�I − H̃LCB�k� ���−1 �7�

gRCB��,k� �� � lim
�→0

���2 + �i�I − H̃RCB�k� ���−1 �8�

here HLCB and HRCB are the dynamical matrices of the left and
ight contacts. gLCB and gRCB are determined by decimation tech-
iques �30,31�, and their imaginary parts are directly associated
ith phonon density of states �32�. In Eqs. �7� and �8�, � is a small
umber corresponding to phonon energy dissipation in contacts
hose role is elaborated in Ref. �33�. The choice of � affects the

nergy resolution of the uncoupled Green’s function and subse-
uent calculations. A smaller � value gives better energy resolu-
ion but requires longer computational times. A method to choose
n appropriate value of the perturbation � is documented in Ref.
22�.

Referring again to Fig. 1, atoms in LC �or RC� are different
han other atoms in “Contact1” �or “Contact2”� because they are
onded to atoms in the thin film. Therefore, gLC �gRC� must be
efined separately and differs from gLCB �gRCB� in a general het-
rogeneous system. Green’s function matrices gLC and gRC are
efined as

gLC��,k� �� � ��2I − H̃LC�k� �� − T̃LC,LCBgLCBT̃LCB,LC�−1 �9�

gRC��,k� �� � ��2I − H̃RC�k� �� − T̃RC,RCBgRCBT̃RCB,RC�−1 �10�

here H̃LC and H̃RC are intralayer matrices �see Eq. �4�� for re-
ions LC and RC, respectively.

The Green’s function of the device is defined as

G��,k� �� � ��2I − H̃tf − �L − �R�−1 = �GLD,LD GLD,D GLD,RD

GD,LD GD,D GD,RD

GRD,LD GRD,D GRD,RD


�11�

here H̃tf is the harmonic matrix of the thin film �see Eq. �6��. �L
nd �R are self-energy matrices that physically represent changes
o the thin film’s dynamical behavior caused by contacts

�L��,k� �� � ��L 0 0

0 0 0

0 0 0
 �12�

�R��,k� �� � �0 0 0

0 0 0

0 0 �R
 �13�

L and �R are defined as

� ˜ ˜
�L��,k�� � TLD,LCgLCTLC,LD �14�
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�R��,k� �� � T̃RD,RCgRCT̃RC,RD �15�

where T̃LD,LC, T̃LC,LD, T̃RD,RC, and T̃RC,RD are matrices that link
contact and thin-film atom groups �see Eq. �5��. Matrices �L and
�R, later used in the expression of the transmission function, are
defined as

�L��,k� �� � i��L − �L
†� �16�

�R��,k� �� � i��R − �R
†� �17�

and i is the unitary imaginary number.

Transmission and Heat Flux. Our ultimate goal is to calculate
the heat flum and thermal conductance across thin films. The
propagation of phonons between two contacts is determined by
the transmission function � �� ,k� �� �34�

���,k� �� = Trace��LGLD,RD�RGLD,RD
† � �18�

GLD,RD in Eq. �18� is the top right block matrix in the device
Green’s function matrix �see Eq. �11��. The total heat flux is de-
fined as an integral over frequency and k� �

J =�
0

	�
k� �


�

2�
�Ñ������,k� ��

dk� �

�2��2d� �19�

The integral over k� � in Eq. �19� can be converted to a summation
over a finite number of k� � upon discretizing the first Brillouin
zone �see Fig. 2� with an N�N uniform mesh

J =
1

s�0

	

�

2�
�Ñ� 1

N2	
k� �

���,k� ���d� �20�

where s is the cross-sectional area of one unit cell. If the tempera-
ture difference between the two bulk contacts is sufficiently small,

the phonon occupation difference �Ñ��� in Eq. �19� becomes

�Ñ��� =

�

kBT2

e
�/kBT

�e
�/kBT − 1�2�T �21�

Otherwise, actual occupation numbers can be used to calculate the

phonon occupation difference ��Ñ= Ñcontact1− Ñcontact2�. The ther-
mal conductance across a thin film is then defined as the ratio of
heat flux to temperature difference

� =
J

�T
� W

m2 K
� �22�

Thermal resistance �R� is the inverse of conductance and has units
of �m2 K/W�.

Results and Discussion
The atomistic Green’s function method described above has

been used to simulate ballistic phonon transport in a thin-film
system. Several numerical benchmarks, such as the known para-
bolic frequency dependence of a pure material’s transmission
function at low frequencies �28�, were conducted before the fol-
lowing numerical investigations. The thermal conductance of a
pure material has also been verified to exhibit a T3 dependence at
low temperatures. Upon testing for grid independence, a
Brillouin-zone mesh of 100�100 was needed to achieve thermal
conductances that converged to within 1%. The computational
time varies from several minutes to several hours on a common
workstation in the following cases.

The Effects of Heterogeneous Materials and Strains. In the
Si/Ge/Si and Ge/Si/Ge heterogeneous thin-film cases, thermal
resistance occurs due to two factors. One factor is the
heterogeneous-material effect, which causes mismatches of pho-

non density of states and group velocity. Another factor is lattice
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train, which displaces atoms and alters bond strength. Several
omputational examples are constructed here to demonstrate the
elative significance of these two effects.

Transmission functions of these different atomic configurations
re compared in Figs. 3 and 4. A strained heterogeneous case in
hich a stretched silicon thin film is placed between two germa-
ium contacts �represented by “Strained Ge/Si/Ge”� and another

Fig. 3 Comparisons of full-s

ig. 4 Comparison of the straining effect with the
eterogeneous-material effect on phonon transmission func-

ions across a one-unit-cell thin film at low frequencies

ournal of Heat Transfer
strained heterogeneous case in which a compressed germanium
thin film is placed between two silicon contacts �represented by
“Strained Si/Ge/Si”� are included. Strains displace atoms away
from their equilibrium positions. Therefore, both the geometric
configuration of atoms �bond length and bond angles� and the
force constants between atoms need to be modified. Based on
Grüneisen’s rule, we estimate that the change in the primary force
constant �C0 in Table 1� is four times that of the bond length.

The “No-strain Ge/Si/Ge” and “Strain-only Ge/Ge/Ge” cases
shown in Figs. 3 and 4 are not physical but are included as infor-
mative thought experiments. The “No-strain Ge/Si/Ge” case is
derived from the pure germanium case, in which germanium at-
oms in the thin-film region are replaced by silicon atoms while the
lattice in the thin-film region remains a germanium lattice. In this
case, only the heterogeneous effect exists because strain has been
artificially removed. The “Strain-only Ge/Ge/Ge” case is derived
from the “Strained Ge/Si/Ge” case such that silicon atoms in the
thin-film region are replaced with germanium atoms, but the thin-
film lattice remains stretched as in the “Strained Ge/Si/Ge” case.
In this case, only lattice-straining effects exist because all atoms
are germanium. In all cases discussed in this subsection, the film
thickness equals the thickness of one unit cell in the �100�
direction.

In pure materials, the phonon transmission function at one fre-
quency depends only on the number of available phonon modes at
that frequency. Pure germanium is known to have a higher density
of states at low frequency than pure silicon �35�. Therefore, its
transmission is higher than that of pure silicon at low frequencies.
This trend is confirmed by predictions from the atomistic Green’s
function method, as shown by the pure Si and pure Ge results in

trum transmission functions
pec
Fig. 3�a�. Pure silicon also has a more extensive spectrum than
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ure germanium. The maximum phonon frequency is approxi-
ately 98�1012 rad/s in silicon and approximately 58
1012 rad/s in germanium.
The results of these calculations indicate that the straining ef-

ect is small in the ballistic transport regime in comparison to the
eterogeneous-material effect. As shown in Fig. 3�b�, no signifi-
ant difference exists between the pure Ge and the strain-only
e/Ge/Ge cases. If we compare the strained Ge/Si/Ge case to

he no-strain Ge/Si/Ge case, the difference is also negligible.
owever, the difference between the pure Ge case and the no-

train Ge/Si/Ge case is large, as is the difference between the
trained Ge/Si/Ge case and the strain-only Ge/Ge/Ge case �see
ig. 3�b��. The Si–Ge lattice mismatch is only 4%. The difference
etween silicon and germanium atomic masses is more than 50%,
nd the difference between their group velocities is approximately
0% �see Tables 1 and 2�. This large difference in group velocities
auses heterogeneous effects to be more prominent.

The transmission functions at low frequencies converge to two
urves, corresponding to pure Si and pure Ge �see Fig. 4�. We note
hat for the ultralow frequencies considered in Fig. 4 �for which
he transmission function goes to zero�, a much finer Brillouin
one mesh �3000�3000� was employed to produce the parabolic
requency dependence. The straining and heterogeneous-material
ffects both vanish because the lattice vibrates very slowly at low
requencies, and the whole solid resembles a rigid body, with
eighboring atoms vibrating nearly in phase. Therefore,
eterogeneous-material and straining effects are minor at low fre-
uencies. This phenomenon also causes the low-temperature con-
uctances to collapse to those of two pure materials, because low-
requency phonons dominate thermal transport at low
emperatures. However, at room temperature, the heterogeneous
nterface effect is significant. The conductance of Ge/Si/Ge is
pproximately half that of pure Ge at room temperature, and the
oom-temperature conductance of Si/Ge/Si is 30% that of pure
i. At room temperature and higher, the conductance of Ge/Si/Ge

s close to the conductance of Si/Ge/Si �see Fig. 5�. This result is
elated to the fact that the areas under the Si/Ge/Si and Ge/Si/Ge
ransmission curves are comparable around the dominant phonon
requency at room temperature.

In the ballistic transport regime, scattering is only caused by
nterfaces and boundaries, and the scattering rate is roughly a
onstant that is independent of temperature. Therefore, thermal
onductance is governed by the average phonon energy and has
he same temperature dependence as thermal capacitance. Conse-
uently, as shown in Fig. 5, thermal conductance increases with
emperature and reaches a plateau at temperatures significantly
igher than the Debye temperature.

Film Thickness Dependence. Figure 6 shows the thermal con-
uctance through a Ge/Si/Ge system as a function of film thick-

able 2 Zero-frequency group velocities of longitudinal
coustic „LA… phonons and transverse acoustic „TA… phonons
alculated by Harrison’s potential „the first number…, compared
ith the zero-frequency group velocities estimated from elastic
onstants by Hollanda

„the second number…. Harrison’s poten-
ial is known to underestimate the zero-frequency group veloci-
ies. Densities of Si and Ge are shown as well. These values
btained from Harrison’s potential are used in the acoustic
ismatch model to predict the thermal boundary resistance

cross a Si/Ge interface.

Silicon Germanium

A group velocity �m/s� 6877/8480 4114/4920
A group velocity �m/s� 3535/5860 1978/3550
ensity �kg/m3� 2330 5323

See Ref. �42�.
ess at different temperatures. The thickness of the thin film is

88 / Vol. 129, APRIL 2007
expressed in terms of the number of unit cells. For a strained
silicon thin film, one unit cell has a thickness of 2.69 Å. In the
ballistic transport regime, the film thickness dependence of con-
ductance is mainly attributed to the coupling and decoupling of
phonon wave functions. If the two interfaces are extremely close,
phonons can easily propagate from one side to another; thus the
conductance in the one-unit-cell case is the largest. As the film
thickness increases, thermal conductance decreases. Finally the
conductance converges to the value corresponding to an infinitely
thick, scattering-free film.

Thermal Boundary Resistance Across a Single Si/Ge
Interface. TBR is present across interfaces between any dissimi-
lar materials, and it results from differences in lattice vibration
properties. If the material in the thin-film region is selected to be
the same as that of one contact region, a single interface between
the thin film and the other contact is created. Consequently, the
atomistic Green’s function method described above can be used to
calculate TBR. However, the straining effect cannot be easily in-
cluded in this structure because the three-dimensional layout of
the interfacial atoms is complicated and difficult to predict. Thus,
we choose to simulate the TBR between Si and Ge, assuming that

Fig. 5 Comparison of the thermal conductances of heteroge-
neous materials and those of homogeneous materials across a
one-unit-cell thin film

Fig. 6 Thickness dependence of thermal conductance in the

Ge/Si/Ge configuration. Each unit cell is 2.69 Å.
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hey both have germanium lattice distances.
Direct TBR measurements of Si/Ge interfaces are not readily

vailable because most prior work �36,37�, has reported only the
hermal conductivity of Si/Ge superlattices. It remains unclear
ow to convert the thermal conductivity of a nanometer-size pe-
iodic structure to the thermal conductance of a single interface. In
ne attempt �38�, the converted thermal interface conductance was
eported to be ten times larger than the largest thermal interface
onductance ever measured. Direct measurements of thermal re-
istance for other heterogeneous materials have been conducted
y several groups. Stoner and Maris �39� used a picosecond opti-
al technique to measure the thermal boundary resistances be-
ween metals and dielectrics. Costescu et al. �40� measured the
BR between epitaxial TiN and single crystal oxide with the time-
omain thermoreflectance �TDTR� method.

The acoustic mismatch model �AMM� has been used to esti-
ate the thermal conductance of a single interface. This model

ssumes that phonon interfacial transport is governed by con-
inuum acoustics, and the interface is treated as an ideal plane.
herefore, it produces similar results at low temperatures to the
tomistic Green’s function method. We use the AMM thermal
oundary resistance equation and associated tables published by
heeke et al. �41� to estimate TBR at low temperatures �T
30 K�. Harrison’s potential is used again to calculate bulk dis-

ersion curves and group velocities in the �100� direction. The
alculated zero-frequency group velocities, the zero-frequency
roup velocities estimated from elastic constants by Holland �42�,
nd densities used in the AMM are listed in Table 2. Harrison’s
otential is known to predict lower group velocities �27�.

A comparison between the atomistic Green’s function results
nd the TBR predicted by the AMM is shown in Fig. 7. The AMM
nd the atomistic Green’s function method both predict an ex-
ected cubic temperature dependence of TBR at low temperatures
nd agree very well at temperatures less than 20 K. This result is
xpected because the dominant phonons at low temperatures ex-
ibit linear dispersion and the AMM works reasonably well. The
i/Ge interface produces a thermal boundary resistance of 6.2
10−9 m2 K/W at room temperature according to the present re-

ults. The calculated interface thermal resistances can be used as
oundary conditions in large-scale BTE simulations. In a rigorous
TE simulation that distinguishes phonon branch, phonon wave
ector, and phonon frequency, the AGF method also must be �and
an be� decomposed in terms of these variables.

Thermal Resistance Across Multiple Si/Ge Interfaces.

ig. 7 Comparison of the thermal boundary resistance across
Si/Ge interface calculated by atomistic Green’s function

ethod to that by the acoustic mismatch model †41‡
ultiple-interface structures are of great importance in engineer-

ournal of Heat Transfer
ing applications. The overall thermal resistance of a multiple-
interface structure is generally considered to increase with addi-
tional interfaces, because more phonons are reflected or scattered
at interfaces. To evaluate the dependence of thermal resistance on
the number of interfaces, the device region shown in Fig. 1 was
made to include a multiple-interface structure. As an example, a
six-interface structure is shown in Fig. 8�a�. Mathematically, the

matrix H̃tf in Eq. �6� now is more complicated and contains con-
tributions from each layer. Every layer in the multiple-interface
structure is one-unit-cell thick. The effects of strain are excluded
from the calculation because they were shown to be negligible in
the foregoing analysis. Resistances at different temperatures as
functions of the number of interfaces are shown in Fig. 8�b�. The
trend in the figure confirms that as the number of interfaces in-
creases, thermal resistance increases. However, the change from
two interfaces to four interfaces is much larger than changes
caused by additional interfaces. The thermal resistance curve
eventually levels out and approaches an asymptotic value. This
observation agrees with a previous study �12�, with the conclusion
that the effect of the first few interfaces is much more significant
than subsequently added interfaces.

To make a quantitative comparison between the AGF method
and prior experimental data, we have simulated the superlattice
sample with the shortest period �3 nm� considered in the experi-
mental study of Lee et al. �38�, and the results are shown in Fig. 9.
The thermal conductance is plotted as a function of the total su-
perlattice sample thickness for a temperature of 200 K. Because
of the higher computational expense in simulating the full thick-
ness �900 nm� due to the fine k� � discretization, we have calculated
several cases of shorter samples. A clear conductance asymptote
of 9.5�107 W/m2 K is reached beyond 20 nm and agrees with
the trend shown in Fig. 8�b�. The extrapolated thermal conduc-
tance at 900 nm is approximately one order of magnitude larger
than the experimental thermal conductance. The difference can be
ascribed to anharmonic effects in the experiment and to possible

Fig. 8 The effect of multiple interfaces on thermal resistance
imperfections in the superlattice sample.
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onclusions
We have developed and described an atomistic Green’s function
ethod to study phonon transmission and thermal conductance

resistance� of atomistically defined Ge/Si/Ge and Si/Ge/Si
trained thin films. The straining effect on thermal transport is
ound to be negligible as compared to the heterogeneous-material
ffect. At low frequencies, the transmission functions of the het-
rogeneous cases converge to those of the homogeneous cases
ecause long phonon wavelengths result in rigid-body-like atomic
otions. Room-temperature thermal conductances are reduced

ignificantly by heterogeneous interfaces. The ballistic thermal
onductance decreases as the thickness of the thin-film increases
nd reaches an asymptotic value, corresponding to the value of an
nfinitely thick film. We have also computed the thermal boundary
esistance of a single Si/Ge interface and verified that it agrees
ith AMM results at low temperatures. A multiple interface case
as also investigated, showing that the first few heterogeneous

nterfaces affect the thermal resistance to a much larger extent
han subsequent interfaces.

omenclature
J  heat flux, W/m2

M  atomic mass, kg

Ñ  phonon occupation number
N  mesh size, see Eq. �20�
R  thermal resistance, m2 K/W
T  temperature, K
U  interatomic potential, J
k�  wave vector, 1/m
a  lattice constant, m
i  unit of imaginary number

kB  Boltzmann constant, m2 kg/s2 K
s  cross-sectional area, m2

u  displacement degree of freedom, m
d  bond length, m

reek Symbols
�  A small number corresponding to phonon

energy dissipation in contacts

  Planck constant, m2 kg/s
�  angular frequency, rad/s
�  thermal conductance, W/m2 K

ig. 9 Comparison of the thermal conductance of Si–Ge su-
erlattice samples with 3 nm period at 200 K. The experimental
esult is from Lee et al. †38‡.
�  Transmission function

90 / Vol. 129, APRIL 2007
Vector and Matrix
�  matrix defined in Eqs. �16� and �17�
�  self-energy matrix defined in Eqs. �12� and

�13�
�  matrix defined in Eqs. �14� and �15�

G  Green’s function matrix defined in Eq. �11�
g  uncoupled Green’s function matrix defined

in Eqs. �9� and �10�
H  harmonic matrix, defined in Eq. �1�
I  unity matrix

H̃  matrix representing intralayer interaction,
defined in Eq. �4�

T̃  matrix representing interlayer interaction,
defined in Eq. �5�

ũ  column vector consisting of vibrational de-
grees of freedom

R�  lattice vector

Subscripts and Superscripts
D  device region

LC  left contact region
LCB  left contact bulk region

LD  left device region
RC  right contact region

RCB  right contact bulk region
RD  right device region

tf  thin film
i  matrix row index, also the index of degree

of freedom
j  matrix column index, also the index of de-

gree of freedom
m  unit cell running index
n  unit cell running index
p  layer index
q  layer index
r  degree of freedom running index
t  unit cell index
†  conjugate transpose of a matrix
�  parallel direction to the thin film
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Modeling of Thermoelectric
Properties of Semi-Conductor
Thin Films With Quantum and
Scattering Effects
Several new reduced-scale structures have been proposed to improve thermoelectric
properties of materials. In particular, superlattice thin films and wires should decrease
the thermal conductivity, due to increased phonon boundary scattering, while increasing
the local electron density of states for improved thermopower. The net effect should be
increased ZT, the performance metric for thermoelectric structures. Modeling these
structures is challenging because quantum effects often have to be combined with non-
continuum effects and because electronic and thermal systems are tightly coupled. The
nonequilibrium Green’s function (NEGF) approach, which provides a platform to address
both of these difficulties, is used to predict the thermoelectric properties of thin-film
structures based on a limited number of fundamental parameters. The model includes
quantum effects and electron-phonon scattering. Results indicate a 26–90 % decrease in
channel current for the case of near-elastic, phase-breaking, electron-phonon scattering
for single phonon energies ranging from 0.2 meV to 60 meV. In addition, the NEGF
model is used to assess the effect of temperature on device characteristics of thin-film
heterojunctions whose applications include thermoelectric cooling of electronic and op-
toelectronic systems. Results show the predicted Seebeck coefficient to be similar to
measured trends. Although superlattices have been known to show reduced thermal con-
ductivity, results show that the inclusion of scattering effects reduces the electrical con-
ductivity leading to a significant reduction in the power factor (S2�).
�DOI: 10.1115/1.2709962�

Keywords: quantum simulation, thermoelectric, electron-phonon scattering
Introduction
Quantum-well superlattices have been proposed as a nanoscale

tructure that could potentially lead to dramatic increases in the
erformance of thermoelectric devices �1,2�. The use of quantum-
ell structures as thermoelectric materials is believed to enhance

he thermoelectric figure of merit �ZT=S2�T /�, where S is the
eebeck coefficient, � is the electrical conductivity, and � is the

hermal conductivity� for several reasons: �i� The reduced dimen-
ionality of a two-dimensional �2D� quantum well increases the
ocal electron density of states per unit volume near the Fermi
nergy leading to an increase in the Seebeck coefficient �3�. �ii�
he introduction of material interfaces promotes phonon scatter-

ng, which theoretically reduces the effective thermal conductiv-
ty. �iii� Phonon interference effects caused by phonon-interface
cattering give rise to phonon band gaps at the interface of the thin
lms in a superlattice, which further reduces phonon transport �4�.
he net result of these effects is a structure with a theoretically
igher ZT than its bulk counterparts. Consequently, several re-
earchers have experimentally investigated the role of quantum
ell, wire, and dot �5–9� superlattice layers on thermal transport.
or example, Chen �10,11� has studied the phonon transport in
i/Ge superlattices using the Boltzmann transport equation for
honons. Phonon interface scattering was included through a
ombination of diffuse and specular scattering. They found that
he greatest temperature drop occurred at the interfaces rather than

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 3, 2006; final manuscript re-

eived July 29, 2006. Review conducted by Jayathi Murthy.
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within the layers due to a combination of diffuse and inelastic
scattering processes thus developing the concept of phonon engi-
neering to build structures having low thermal conductivity. Based
on these findings alone, superlattices should improve the perfor-
mance of thermoelectric devices compared to bulk materials.

Unfortunately, observations especially in the case of Si/Ge su-
perlattices have not been able to recognize the presumed benefits
of superlattice thermoelectric devices despite a theoretically pre-
dicted and experimentally observed reduction in the thermal con-
ductivity of a superlattice compared to its bulk counterpart �3,5�.
If we assume the thermal conductivity can be reduced by intro-
ducing phonon scattering sites, then the lack of performance must
be attributed to a corresponding reduction in electrical properties
�both � and S�. Normally, the electrical properties are not ex-
pected to be affected by the lattice structure because of the dis-
parity between electron and phonon wavelengths and mean free
paths �12�. Nevertheless, this presumption does not consider con-
finement, interface scattering of electrons, and electron-phonon
scattering in the lattice. Therefore, to understand the effects of a
lattice structure on thermoelectric performance, the Seebeck coef-
ficient and electrical conductivity of a heterojunction are investi-
gated using a nonequilibrium Green’s function �NEGF� technique.
The approach incorporates quantum as well as scattering effects,
both of which are important in describing the physical behavior of
confined structures.

The physical features that differentiate nanoscale device mod-
eling from bulk modeling are quantum confinement and noncon-
tinuum effects. Quantum effects usually dominate when the de-
vice length scales are of the order of the deBroglie wavelength.
Quantum effects can have a detrimental impact in the form of

leakage currents in very small transistors �13� or can be very

07 by ASME Transactions of the ASME
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seful as a high-performance alternative to very large-scale inte-
ration �VLSI� �14� in the form of resonant tunneling diodes.
oncontinuum effects can significantly influence charge as well

s thermal transport in devices when characteristic lengths are of
he order of the mean free path of energy carriers
�10–100 nm� �15�. For example, films as large as 0.5 �m have
xhibited a reduction in thermal conductivity by as much as 30%
16� compared to bulk quantities at room temperature. Similarly,
ires of decreasing diameter �150–25 nm� show dramatically re-
uced thermal conductivity as well as strong temperature depen-
ence �17�. In terms of electrons, noncontinuum effects, particu-
arly “hot electron” effects, have been studied for their impact on
evice performance �18�.

The most common approach for thermal modeling at reduced
cales is based on the Boltzmann transport equation �BTE�. Trac-
able solutions of the BTE include limited carrier scattering
hrough a relaxation-time approximation, where the system is con-
idered to be only slightly perturbed from equilibrium. Numerical
olutions to the BTE are possible using Monte Carlo techniques
19� in which particle distributions are solved using stochastic
rocesses. Mazumder and Majumdar �20� describes such an ap-
roach that includes phonon dispersion and various phonon modes
ndependently. For coupled solutions, an electrothermal model
ased on moments of the BTE for phonons and electrons was
eveloped to simulate electron-phonon interactions �21�. This
onequilibrium approach has shown that the energy distributions
or optical and acoustic phonons differ significantly, suggesting
hat nonequilibrium behavior is very different from continuum
ehavior. Using a similar model, Raman et al. �22� showed that
onequilibrium significantly affects the location and generation of
he hot spot in microelectronic power devices. To remove the gray
ssumption in moment-based solutions, an unstructured finite-
olume discrete ordinates scheme has been used to solve the BTE
ith spectral information �23�. Isotropic scattering in the form of

mpurity and Umklapp scattering was considered, and a favorable
atch with exact solutions was found. However, in spite of all the

rogress made in small-scale device modeling, the fact remains
hat rigorous scattering cannot be fully included in most models
nd coupling scattering models to quantum models continues to
emain extremely challenging.

Efforts to include quantum effects in essentially particle-based
odels usually involve correction terms. Common methods of

ncorporating quantum effects are the density gradient formalism
nd the effective potential method �24�. The density gradient for-
alism is derived from the equation of motion for the one-particle
igner function where quantum corrections are introduced by ex-

ressing the mean potential energy as a power series in Planck’s
onstant h. The transport equation for the Wigner distribution
unction can now be written in the form of a modified BTE. In the
ffective potential method, a spatially localized wave packet is
sed as a representation of the electron where the size of the wave
acket is defined roughly by the thermal deBroglie wavelength.
he nonlocal form of the charge distribution introduces an effec-

ive potential when the inhomogeneous potential is introduced in
he Hamiltonian. The generation of the effective potential deter-

ines the onset of quantization in the system due to the nonlocal
ature of the potential. The quantum correction methods have
een found to give an excellent match with the Poisson-
chrödinger solver for the case of carrier confinement and tunnel-

ng. More recently, attempts have been made to combine quantum
orrections with the Monte Carlo technique �25�, which is a nu-
erical solution to the BTE. The results have been found to match
ell with the Schrödinger solution in the case of carrier confine-
ent while a reasonably close match was observed for the case of

unneling. However, extension of this model to two and three
imensions remains, computationally tedious and difficult. Fur-
hermore, the corrections are often heuristic and not based solely
n first principles.
Quantum transport models often involve the solution to the

ournal of Heat Transfer
Schrödinger equation and can be used to study current flow where
the transport either is ballistic or includes limited scattering. Com-
mon models used to predict near-ballistic transport are quantum
transmitting boundary model �QTBM� �26� and the quantum de-
vice analysis by mode evaluation �QDAME� �27�. QTBM in-
volves formulating the boundary conditions for a given problem
by calculating the transmission and reflection coefficients for a
known boundary potential. These boundary conditions are then
used in a discretized solution to obtain the wave function over the
entire problem domain. Although this method is suitable for solv-
ing the Schrödinger equation for various boundary potentials, in-
clusion of dissipation due to scattering becomes very difficult.
QDAME involves discretely sampling a device’s density of states
using standing wave boundary conditions. The standing waves are
decomposed into traveling waves and injected from the contacts
from which their occupancies are assigned.

Some of the contributing factors for problems associated with
coupling quantum effects and scattering effects in device simula-
tion are �i� time involved in converting new electronic device
models including quantum effects into functioning simulation
software and �ii� the immense computational resource requirement
for accurate simulations of commercially important electronic de-
vices. With device dimensions continuing to shrink, there is an
increasing need for a simple model that can effectively couple
quantum and scattering effects. The nonequilibrium Green’s func-
tion formalism provides a framework for natural coupling of
quantum and scattering effects. The source and drain contacts are
coupled to the device through self-energy terms. The introduction
of the Green’s function for these terms eliminates the huge matri-
ces that would normally be required to model the wave functions
in an infinite reservoir. Instead matrices that are the size of the
device Hamiltonian only are needed. In addition, the NEGF for-
malism allows for the rigorous incorporation of both elastic and
inelastic scattering effects using the concept of Buttiker probes
where scattering is treated as another contact, allowing it to be
coupled to the device using the self-energy terms �28,29�. Unlike
many other Schrödinger-based solver, the Green’s function allows
us to eliminate periodic boundary conditions leading to solutions
for a device under bias. We present a brief synopsis of the formal-
ism in Sec. 2 while a more thorough and detailed development can
be found in �30� and �31�.

Using the Green’s function approach the performance of a sili-
con film and a Si/Ge heterostructure as thermoelectric materials
are numerically investigated. Both structures are infinite in two
directions and confined in the direction of transport. Therefore, the
computational domain is one-dimensional. We are interested in
calculating the electron transport due to a bias as a function of the
confinement and scattering. Specifically, the IV characteristics can
lead to direct calculation of the Seebeck coefficient and electrical
conductance, which are desired for thermoelectric performance.
By holding the two sides of the device at different temperatures a
thermally induced electrical current is generated. A voltage is ap-
plied to bring the current to zero. This condition yields the See-
beck coefficient for the device. The electrical conductance is
found from IV characteristics as the inverse of the slope of the
linear region. We consider these performance characteristics in the
presence of incoherent electron-phonon scattering, where the elec-
trons interact inelastically with the surroundings. The energy lost
or gained during this interaction with the lattice manifests itself in
the form of phonons. The change in channel potential due to
single electron charging effects is solved self consistently with the
scattering model.

Effects believed to be important, but not addressed here, in-
clude energy-dependent scattering, inelastic electron-phonon scat-
tering, crystal orientation, and full lattice structures. Although
these effects are expected to affect the magnitude of transport, the
trends of the predictions are not expected to change significantly.
Furthermore, the application of NEGF to thermoelectric device is

new and immature. Therefore, these simple models were chosen
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o study the gross effects of reduced scale on thermoelectric ma-
erial properties. The present study, therefore, will identify the
mportant physical mechanisms responsible for determining the
lectrical properties of thermoelectric materials. We would also
ike to point out that coupled thermal-electrical solutions are rare,
articularly those with quantum and scattering effects. Therefore,
his approach represents an emerging technology to study mult-
physics device performance. Some results involving the IV char-
cteristics and the formalism used in the present study have pre-
iously been used in a conference proceedings �32�. Some results
re repeated here where indicated for archival purposes and be-
ause of their importance in the prediction of the power factor
2�, which is the focus of the present work.

NEGF Formalism

2.1 Ballistic Development. In general, an isolated device and
ts energy levels are described using a Hamiltonian matrix H,
here U is the Hartree potential and � is the energy eigenstate of

he electron,

�H + U����r�� = �����r�� �1�
he electron density matrix in real space is given by �31�

��r�,r��� =�
−�

�

f0�E − ��	�EI − H�dE �2�

here f0 is the Fermi function, and 	�EI−H� identifies the ener-
ies associated with the device Hamiltonian. Using an expansion
f the 	 function, we obtain

	�EI − H� =
i

2

���E − i0+�I − H�−1 − ��E + i0+�I − H�−1� �3�

he two terms on the right-hand side can be reduced to

	�EI − H� =
i

2

�G�E� − G+�E�� �4�

here the retarded Green’s function is defined as

G�E� = ��E − i0+�I − H�−1 �5�
n general, the Green’s function can be interpreted as the response
f the Schrödinger equation to an impulse. In the present scenario,
he impulse is essentially an electron density at a particular en-
rgy. In the energy domain, the Green’s function gives the energy
igenvalues for the eigenstates that are occupied in response to the
pplied impulse. The density of states in real space is represented
y the spectral function,

A�r�,r��,E� = 2
i�G�E� − G+�E�� �6�
he diagonal elements of the spectral function represent the local
lectron density of states. Thus, the electron density matrix for an
solated device can also be written in the form

��r�,r��� =
1

2

�

−�

�

f0�E − ��A�E�dE �7�

he density solution is solved self-consistently with Poisson’s
quation,

�2U = −
q

�s
�Nd − n� �8�

here n is the real diagonal of the density matrix � and represents
he real-space electron density along the device. Nd is the donor
evel, and �s is the permittivity.

Consider a simple nanotransistor consisting of source and drain
ontacts as in Fig. 1. Let �1 and �2 be the chemical potentials of
he source and the drain where subsequent numerical subscripts
ill denote the source and drain, respectively. The energy distri-

ution of electrons in the source and drain follows the Fermi-
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Dirac distribution where f1 and f2 are the corresponding Fermi
functions. The difference in the chemical potentials of the source
and drain, which results from the applied bias, causes electrons to
flow between the contacts through the channel. When no scatter-
ing is included in the channel, the transport is ballistic in nature
and the channel is expected to have zero resistance to current flow
�infinite conductance�. However, experimental measurements �33�
have shown that the maximum measured conductance of a one-
energy level channel approaches a limiting value G0=2q2 / �
=51.6 k−1. The reason for this limit to conductance arises from
the fact that current in a contact is carried by infinite transverse
modes while the number of available modes in the channel is
limited. Therefore, the density of states in the contact is spread
over a large energy range while the channel density of states lies
specifically between �1 and �2. Upon coupling the contact and
the channel, some of the density of states from the contact spread
into the channel while the channel loses some of its density of
states to the contact. As a result, the coupling causes the density of
states in the channel to spread out over a wider range of energy
levels resulting in a reduction in the number of states lying be-
tween �1 and �2.This reduction limits the amount of current in the
device.

In the NEGF formalism, the coupling of the device to the
source and drain contacts is described using self-energy matrices
�1 and �2. The self-energy term can be viewed as a modification
to the channel Hamiltonian to incorporate the boundary condi-
tions. Accordingly, Eqs. �1� and �5� can be rewritten as

�H + U + �1 + �2����r�� = �����r�� �9�

G�E� = ��E − i0+�I − H − �1 − �2�−1 �10�

The self-energy term originates from the solution of the contact
Hamiltonian. In this semi-infinite system, which is connected to
the channel, there will be an incident wave from the channel as
well as a reflected wave from the contact. The wave function at
the interface is matched to conserve energy giving the boundary
condition

Fig. 1 Schematic representation of the nanodevice modeled in
the simulation. E is the electron energy in the device while �s is
the scattering self-energy.
�i = − t exp�ika� �11�

Transactions of the ASME
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here t is a result of the discretization and will be discussed later.
The broadening of the energy levels introduced by connecting

he device to the source and drain contacts is incorporated through
he functions �1 and �2 given by

�1 = i��1 − �1
+� �12�

nd

�2 = i��2 − �2
+� �13�

he self-energy terms affect the Hamiltonian in two ways. The
eal part of the self-energy term shifts the device eigenstates or
nergy level while the imaginary part of � causes the density of
tates to broaden while giving the eigenstates a finite lifetime. The
pectral function is defined as before in Eq. �6�.

The electron density for the open system is now given as

� =
1

2

�

−�

�

Gn�E�dE �14�

here Gn�E�	G��1f1+�2f2�G+ for convenience and represents
he electron density per unit energy. For plane wave basis func-
ions, the current through the channel is calculated as the differ-
nce between the inflow and the outflow at any given contact

Ii =
− q

�
�

−�

�

Tr��iA�f i − Tr��iG
n�dE �15�

here the i subscript indexes the contacts. For a two terminal
evice I1=−I2.

2.2 Electron-Phonon Coupling. An electron in a device can
nteract with its surroundings elastically or inelastically, depend-
ng on the nature of surroundings. Elastic interactions occur when
he surroundings are rigid leading to energy and momentum con-
ervation. Such interactions are coherent in nature. Inelastic inter-
ctions occur when energy is dissipated through the emission or
bsorption of phonons, photons, etc. Such types of interactions are
nown as incoherent or phase-breaking processes. Inelastic scat-
ering is, in general, difficult to model exactly. In this paper, we
reat the phase-breaking scattering to be nearly elastic, i.e., E

E+ ��
E− ��. The effect of scattering is incorporated into
he coherent model discussed previously by treating it as another
ontact where electrons enter and leave the contact leading to no
et current at that contact �31�. However, because the scattering
erminal does not have a defined Fermi level, the scattering terms

s and �s have to be determined through other means. As such,

�s
in�r�,r��,E� = D0Gn�r�,r��,E� �16�

�s�E� = D0A�E�, and �s�E� = D0G�E� �17�

0 is defined as the phonon correlation function and is calculated
sing the phonon deformation potential and the phonon wave vec-
or � �31�

D0�r�,r��, � �� = �
p

	�E − � �����U��r��U�
*�r��� �18�

U��r�� = Dadp�� 2�

��
exp�i�r�� �19�

adp is the acoustic deformation potential, � is the mass density,
nd  is the normalization volume. The values of D0 represent the
nergy of the phonon with which the electrons scatter. Depending
n the system temperature, there is a wide range of phonons with
hich electrons scatter. However in our model, we use a simpli-
ed case of the electrons interacting with phonons of a single
requency in an attempt to illustrate the effect of scattering on
lectron transport in devices. For example, D0=0.1 eV2 corre-
ponds to a phonon energy of 20 meV �31�. This phonon energy is

ot related to the temperature of the device. In fact, the NEGF

ournal of Heat Transfer
model does not include temperature within the system as tempera-
ture can be expressed only for a system that is in equilibrium. The
only place where temperature is included in the model is in the
source and drain Fermi functions. Instead, the phonon energy rep-
resents the dominant phonon frequency available for scattering
�34�. In the present model, we assume Dadp is independent of the
electron energy in the channel and corresponds to optical phonon
scattering only, which is expected to be the dominant electron
scatterer �35�.

2.3 Numerical Scheme. The foregoing model is discretized
on a uniform one-dimensional grid with a lattice spacing of a.
Transport occurs parallel to the grid, which is also the confined
direction. The Hamiltonian in Eq. �10� is an effective mass Hamil-
tonian, which averages the effects of the underlying periodic po-
tential, and is given as the Laplacian operator. The discretized
linear version is an N�N tridiagonal matrix given as

t�2 = �H� = Ec + 2t − t

− t Ec + 2t − t

− t Ec + 2t
� �20�

where t is the coupling energy between adjacent nodes and is
given in terms of the discretized spacing a and the effective mass
m* as

t =
�2

2m*a2 �21�

The grid spacing a and grid size N is chosen such that the
channel thickness L=a�N−1�. The grid spacing a must be chosen
such that the coupling energy t is larger than the energy range of
integration above the conduction band edge. In order to ensure
current conservation, the energy eigenvalues of the Hamiltonian
must be real. In order to meet this criterion, the Hamiltonian must
be Hermitian. In the case where we are modeling a heterojunction,
such as Si/Ge, there will be a spatially varying effective mass as
well as conduction band edges. The spatial variation of the con-
duction band edges in the Hamiltonian allows for the automatic
inclusion of boundary effects across interfaces. We employ the
standard nonlinear control-volume approach �36� and require that
the material interface lies at a node to ensure that the Hamiltonian
remains Hermitian.

��t � � = �H� = EcA + 2tA − tA

− tA EcJ + tA + tB − tB

− tB EcB + 2tB
� �22�

To initiate the solution, only the self-energy matrices for the
source and drain contacts, which we can calculate directly, are
used to obtain the values of G�E�. The self-energy term for the
scattering contact is then calculated self-consistently from Eqs.
�16� and �17� using the recently calculated values of G�E�. The
source, drain and scattering self-energy terms are then used to
obtain the final Green’s function from which the net channel cur-
rent is calculated as a difference in the inflow and outflow currents
using Eq. �15� �29�. For the doping levels considered in this paper,
the contacts are generally ohmic in nature, thus eliminating the
need to model any barrier effects at the source and drain elec-
trodes. The entire calculation is carried out self-consistently with
Poisson’s equation to account for the dependence of the channel
potential on the electron density. This process is depicted in
Fig. 2.

The computational requirements to solve for the current at a
particular voltage depends on a number of factors. The grid size
used in the present model consisted of 101 nodes. The resulting
size of the Hamiltonian was a 101�101 matrix. For an energy
range of 0–0.5 eV, we used 300 uniform integration steps. In the
case of degenerate doping, however, the maximum contribution to

current comes from energy values concentrated near the conduc-
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ion band edge. In this case, care must be taken to choose an
nergy range close to the conduction band edge to ensure that the
ontribution from those energy steps is properly included. The
atrix inversion in Eq. �10� was performed for each integration

tep, and the integration was performed self-consistently with the
otential. This process was repeated for each voltage in the cal-
ulated IV characteristics.

To ensure numerical accuracy, first the number of integration
teps was selected to ensure a suitable error. Next convergence of
he potential calculation was set to an acceptable error. A relax-
tion of 0.2–0.5 on the density usually allowed convergence in
bout 20 iterations. The self-consistent approach can be used as
ong as the value of Uo=q2 /�0�r as well as the value of the broad-
ning � is comparable to kBT. If Uo exceeds kBT, the channel goes
nto the Coulomb blockade regime where the self-consistent

ethod cannot be used anymore to solve for potential. The cou-
ling energy t also has a similar effect as broadening and ensuring
hat t�Uo will keep the channel in the self-consistent field re-
ime. A large t implies that the grid spacing a is small, leading to
ore delocalization of the electron wave function, which, in turn,

mproves the accuracy of the self-consistent field calculation.

2.4 Physical Model. The silicon thin films modeled in our
imulations were 10 nm thick as shown in Fig. 1. In the case of
he Si/Ge heterostructure, each of the individual thin films were

odeled as 10 nm thick layers each, leading to a combined thick-
ess of 20 nm for the heterostructure. The bias applied on the
evices ranged from 0–0.1 V on the drain.

Results and Discussion

3.1 Effects of Phase-Breaking Near Elastic Scattering. The
hannel current-voltage characteristics with incoherent, near-
lastic scattering are shown in Fig. 3 for various scattering ener-
ies. Initially at zero bias, the source and drain Fermi levels are
eparated by a voltage V. The application of bias causes the en-
rgy levels of the drain to shift until the source and drain Fermi
evels are equal. The channel current increases linearly during this
ime. Once the two Fermi levels align there are no additional
nergy states for the electron coming from the channel to occupy
n the drain, causing the current to saturate. As mentioned in the
ntroduction, we have considered electron energy-independent
ear-elastic phonon scattering in this analysis. For this study, the
ree parameter D0 was varied from a very low phonon energy of
.2 meV to 60 meV, which is the optical phonon energy limit in
he case of silicon, and the IV characteristics were collected.

hile D0=0.001 eV2 corresponding to phonon energy of
.2 meV causes a reduction of 26% in the channel current, the
urrent for D0=0.01 eV2 is found to decrease by 60% of the bal-
istic value. When D0 is increased to 0.05 eV2 corresponding to a
honon energy of 10 meV the current decreases further by 80%,
emonstrating the importance of scattering effects on electron

ig. 2 Self-consistent iterations between the Green’s function,
cattering, and the potential. The inner process is integrated
ver energy.
ransport in small-scale devices. Further increase in phonon en-
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ergy to 20 meV and 40 meV results in an additional decrease of
only 5–10% in the current, indicating saturation in the amount of
electron interaction with higher energy phonons. There is no ad-
ditional decrease in the current for the 60 meV case.

3.2 Thermoelectric Effects in Silicon Thin Films. The See-
beck coefficient for silicon thin films were studied for various
temperature ranges of the source and drain contacts while varying
the doping in silicon. The source temperature was maintained con-
stant at 300 K, whereas the drain contact was maintained a higher
temperature relative to the source. The film thickness was 10 nm,
and the applied bias ranged from 0 to 0.1 V. Figure 4 shows the
current-voltage characteristics for a silicon thin film doped to
electron concentration of 5�1018 cm−3 without scattering �ballis-
tic case�. The source-drain temperature difference ranged from
0 K to a maximum of 30 K. For low-bias conditions, the number
of high-energy electrons generated in the drain contact is higher
than the number of electrons arriving at the drain through the
channel leading to negative current values. As the bias is in-
creased gradually, more electrons from the source are drawn to-
ward the drain due to the applied bias leading to higher inflow at
the drain and positive current values. To estimate the Seebeck
coefficient S, the applied bias is adjusted to obtain zero current.

For the case of near-elastic scattering, the value of the Seebeck
coefficient was found to be independent of the scattering strength

Fig. 3 Current versus voltage characteristics for incoherent,
near-elastic scattering in a silicon thin film for n=5
Ã1018 cm−3

Fig. 4 Temperature-dependent current-voltage characteristics
of a silicon thin film for a channel temperature difference of

18 −3
0–30 K without scattering: n=5Ã10 cm
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0. However, S is a function of doping. The conduction band edge
nd Fermi level are related to the doping level in the semiconduc-
ors by the carrier density

n = Nc exp�−
Ec − Ef

kBT
� �23�

ere, Nc is the effective density of states at the conduction band
dge and Ec and Ef the conduction band edge and Fermi level,
espectively �37�. Varying the relative values of the conduction
and edge and the Fermi level allows us to vary the doping level
n the semiconductors. For all doping levels, the Seebeck coeffi-
ient was found to change almost linearly as a function of the
emperature difference for small temperature changes. However,
his does not hold true as the temperature difference across the
evice is increased. Yang et al. �38� studied the anisotropic ther-
oelectric properties of superlattices. They reported that although

he Seebeck coefficient does not exhibit very high anisotropy be-
ween the in-plane and cross-plane directions, the cross-plane See-
eck coefficient rises rapidly with device temperature. The value
f Seebeck coefficient in our calculations changes by
4–5 �V/K for a temperature range of 0–30 K. This small

hange in S allows us to report an average value rather than the
lope of the Seebeck voltage versus �T plot �Fig. 4�.

Figure 5 shows the averaged predicted and measured Seebeck
oefficient values for silicon for various doping levels in all tem-
erature ranges considered. The predicted values of S differ from
he experimentally measured values �39� approximately by a fac-
or of 2. Although there is limited experimental data for the See-
eck coefficient for silicon thin films, it must be noted that the
rends predicted by our model match the trends of the experimen-
al data for bulk silicon.

3.3 Thermoelectric Effects in Si/Ge Thin Films. The ther-
oelectric properties of Si/Ge heterostructures were studied in a
anner similar to silicon by maintaining the drain at higher tem-

eratures than the source. Quantum confinement effects can be
ound in �40� and in a forthcoming paper derived from �40�. Each
f the semiconductor thin films was modeled as 10 nm thick, lead-
ng to a combined thickness of 20 nm for the heterojunction.
imilar to silicon, the doping in silicon and germanium was varied
y changing the relative values of Ec and �. The amount of dop-
ng was modeled to be constant throughout the two materials. The
redicted values of the Seebeck coefficients with doping is shown
n Fig. 6. Although there is a large spread in the experimentally

easured results for various doping levels in the superlattices, the
esults from our model show fair agreement with the measured

ig. 5 Predicted versus measured †39‡ values of Seebeck co-
fficient for silicon at 300 K as a function of doping levels
alues. We do not expect our results to match the experimental

ournal of Heat Transfer
data exactly for a number of reasons: �i� although our model in-
corporates quantum effects in the form of discrete energy states in
the channel, it does not include the additional effect of electron
confinement induced by the quantum well Si-Ge-Si superlattice.
�ii� The superlattices used in the experiments consist of 300–1200
alternating layers of silicon and germanium films whose thick-
nesses are of the order of a few angstroms while our model con-
sists of a single heterojunction where each film is 10 nm thick.
�iii� The values used for the effective mass for silicon and germa-
nium correspond to bulk values while the experiments were per-
formed on single crystalline epitaxial layers. It was seen in our
simulations that the value of the effective mass used in the calcu-
lations significantly affects the current-voltage characteristics. For
film thicknesses of the order of few nanometers as used in our
calculations, both silicon and germanium can be considered to be
single crystals, allowing us to use the effective mass for that par-
ticular orientation. �iv� We have used the Fermi-Dirac function to
model the inflow of electrons supplied by the source and drain
contacts. This means that the contacts will supply electrons having
a continuum energy distribution in all directions while entering
the channel. However, for film thicknesses used in our simula-
tions, additional electron confinement due to the reduced dimen-
sionality of the 2D film is expected causing the electrons entering
the channel to have discrete energy levels in the direction of trans-
port. This effect of reduced dimensionality can be modeled by
using a 2D Fermi function that will treat the electrons entering
from the contacts as having infinite boundary conditions in the
bulk directions and discrete energy states in the direction of con-
finement. It is expected that incorporating this effect of reduced
dimensionality in our model will increase the local density of
states per unit volume at the Fermi level leading to an increase in
the predicted Seebeck coefficient.

Conductivity values for each value of D0 were calculated from
the slope of the linear portion of the IV characteristics.

� =
dI

dV
L �24�

where L is the channel thickness. It was seen that inclusion of
electron-phonon scattering caused a significant drop in the current
conducted through the channel indicating increased resistance to
current flow with scattering. The S2� value was calculated using
the conductivity values predicted for each level of scattering along
with the Seebeck coefficient obtained for each doping level con-
sidered. The decrease in conductivity led to an overall decrease in
the power factor as demonstrated from the reduction in S2� values

2

Fig. 6 Predicted versus measured Seebeck †5,6,41–43‡ coeffi-
cient for ballistic Si„10 nm… /Ge„10 nm… superlattice with doping
with increasing scattering seen in Fig. 7. However, the S � values
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f Si/Ge were found to be two times greater than the silicon thin
lms for the same doping level.

Conclusions
The nonequilibrium Green’s function formalism was used to

ouple quantum effects and scattering effects in a 10 nm thick
ilicon film. The model was used to demonstrate near-elastic,
hase-breaking electron-phonon scattering effects in very small-
cale devices. A 26–90% decrease in current was noted when
honon scattering was included. The NEGF formalism was used
o study thermoelectric behavior of electrons in silicon thin films
nd Si/Ge heterojunction. The predicted Seebeck coefficient val-
es for silicon and Si/Ge heterojunctions matched well with the
xperimentally measured values. Inclusion of electron-phonon
cattering in the model increased the electrical resistance causing
he value of S2� for silicon thin film and the heterojunction to
ecrease by 26–90% of their ballistic values. However, the S2�
alues for the Si/Ge heterojunction was found to be enhanced
ompared to the S2� values for silicon thin films. Current research
fforts are focused toward incorporating electron energy-
ependent inelastic electron-phonon scattering as well as phonon
ransport through devices to study all coupled effects present in
he prediction of ZT for devices and materials.
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Computational Model for
Transport in Nanotube-Based
Composites With Applications to
Flexible Electronics
Thermal and electrical transport in a new class of nanocomposites composed of random
isotropic two-dimensional ensembles of nanotubes or nanowires in a substrate (host
matrix) is considered for use in the channel region of thin-film transistors (TFTs). The
random ensemble of nanotubes is generated numerically and each nanotube is discretized
using a finite volume scheme. To simulate transport in composites, the network is embed-
ded in a background substrate mesh, which is also discretized using a finite volume
scheme. Energy and charge exchange between nanotubes at the points of contact and
between the network and the substrate are accounted for. A variety of test problems are
computed for both network transport in the absence of a substrate, as well as for deter-
mination of lateral thermal and electrical conductivity in composites. For nanotube net-
works in the absence of a substrate, the conductance exponent relating the network
conductance to the channel length is computed and found to match experimental electri-
cal measurements. The effective thermal conductivity of a nanotube network embedded in
a thin substrate is computed for a range of substrate-to-tube conductivity ratios. It is
observed that the effective thermal conductivity of the composite saturates to a size-
independent value for large enough samples, establishing the limits beyond which bulk
behavior obtains. The effective electrical conductivity of carbon nanotube-organic thin
films used in organic TFTs is computed and is observed to be in good agreement with the
experimental results.
�DOI: 10.1115/1.2709969�

Keywords: nanotube, thin film transistor, nanocomposite, percolation
ntroduction
In recent years, there has been growing interest in low-cost

arge-area manufacture of thin-film transistors �TFTs� on flexible
ubstrates for use in applications such as displays, e-paper,
-clothing, biological and chemical sensing, conformal radar, and
thers. TFTs based on amorphous silicon �a-Si� now dominate the
arket for large-area flat-panel displays �1,2�. When transistor

erformance is not critical, low-cost organic TFTs on flexible,
ightweight, plastic substrates �3–7� are emerging as an alternative
n many nondisplay applications. For high-performance applica-
ions, however, the choices are limited: single crystal silicon or
oly-silicon based TFTs �8,9� cannot be manufactured at low tem-
erature ��200°C� and are therefore not suitable for plastic sub-
trates. As a result, researchers are exploring a new class of nano-
omposite TFTs based on networks of silicon nanowires �Si-NWs�
r carbon nanotubes �CNTs� �10–12�. Here, high-quality, nearly
rystalline NWs and CNTs are grown at high temperature on a
emporary substrate and released into a carrier fluid, which is then
pin coated onto arbitrary �flexible� substrates at room tempera-
ure to form a thin film of randomly oriented NWs or CNTs. Once
he source and drain contacts are defined, this thin film of nearly
rystalline nanowires or nanotubes constitutes the high perfor-
ance channel of a TFT �see Fig. 1�. In other applications, the

erformance of organic TFTs is improved by dispersing nanotubes
t low densities in organic substrates �13�. Since the thermal con-

1Corresponding author.
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AL OF HEAT TRANSFER. Manuscript received March 28, 2006; final manuscript re-

eived August 25, 2006. Review conducted by Sumanta Acharya.

00 / Vol. 129, APRIL 2007 Copyright © 20
ductivity of both plastic and organic substrates is very low
��0.1–1 W/mK�, and since cooling options are limited if the
electronics are to be kept flexible, self-heating is expected to
emerge as a significant bottleneck to performance in this new
class of electronics. At the same time, the electrical performance
of these network composite transistors is poorly understood, and it
has been difficult to interpret seemingly disparate experimental
data �11,12,14�.

An important property determining device performance is the
lateral thermal and electrical conductivity of the composite film.
The thermal and electrical conductivity of the network composite
depends on the percolation properties of the network. In the ab-
sence of the substrate, the network conductivity is zero if the tube
density is below the percolation threshold �15�. The presence of
the substrate allows conduction to occur below the percolation
threshold, and the degree to which percolation matters depends in
large part on the coherence length of transport in the tubes �16�,
i.e., the length over which the temperatures of the two media
remain unequilibrated. In the limit of low coherence length, leak-
age of either heat or charge from the tubes to the substrate pre-
dominates, and percolation effects are unimportant. On the other
hand, if the coherence length is competitive with the sample size,
network percolation would be important. The thermal and electri-
cal behavior of TFTs spans these limits. In general, both substrate
and network play important roles in determining the thermal per-
formance of typical nanotube–plastic composites. An analogous
problem occurs in electrical transport in nanotube–organic com-
posites whereby charge transport in the organic substrate is en-

hanced by the presence of subpercolating nanotubes �13�. On the
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ther hand, the electrical conductivity of carbon nanotubes and
ilicon nanowires in plastic is entirely network dominated due to
he nearly insulating substrate.

Though there is much literature on composite thermal and elec-
rical properties �17–19�, as well as on the percolation behavior of
ubes and wires �14,16,20�, two important features distinguish
FT composites. First, our interest is in finite nanocomposites,
here the length scale of the composite, i.e., the distance between

he transistor’s source and drain, may be competitive with the
ength of the nanotubes in the composite, making standard
eriodic-domain percolation analyses invalid �15�. Second, the
omposite is a thin film with a thickness of no more than a few
icrons at the maximum. There are few experimental results or

heoretical and computational models which predict the conduc-
ivity of finite two-dimensional �2D� nanotube composites. Nearly
ll experiments have concentrated on bulk 3D samples. Biercuk et
l. reported 125% increase in thermal conductivity of epoxy–
ingle wall nanotube �SWNT� composites for 1 wt % SWNT
oading at room temperature �21�. Liu et al. used a silicon elas-
omer as the matrix and CNT as the filler in their experiments and
eported 65% enhancement in thermal conductivity with 3.8 wt %
NT loading �22�. Theoretical analyses of bulk composites have,

or the most part, addressed low volume fractions using effective
edium theories �19�, most recently accounting for interfacial re-

istance �17,23�. However, these studies assume tube densities
ell below the percolation threshold. Lusti and Gusev predicted

he thermoelastic properties of nanotube-reinforced polymers us-
ng the finite element method �24�. Using their numerical model,

ig. 1 „a… Schematic of thin-film transistor showing source
S…, drain „D…, and channel „C…. The channel region is com-
osed of a network of CNTs; „b… geometric parameters.
hey explored the enhancement in Young’s modulus and the de-

ournal of Heat Transfer
crease in thermal expansion coefficient for different orientations
of CNTs inside the polymer. Yang and Chen used the phonon
Boltzmann equation to study the phonon thermal conductivity of
Si–Ge composites using a periodic two-dimensional model �18�
and found phonon ballistic effects to be important. However, their
findings are appropriate only for aligned rods, with the primary
direction for transport being normal to the rod axis. To our knowl-
edge, there have been no published analyses of either thermal or
electrical transport in nanocomposites composed of random nano-
tube networks.

The objective of the present work is to develop a framework for
the simulation of thermal and electrical transport for finite-length
two-dimensional network composites and to validate the model
with experimental data where possible. Though our ultimate goal
is to simulate the concurrent electro-thermal performance of net-
work TFTs, this paper focuses on the determination of lateral
composite conductivity. Thermal transport in the Fourier conduc-
tion limit and charge transport in the low bias voltage limit are
analogous and can be described by similar governing equations. A
random two-dimensional network of tubes is generated numeri-
cally and embedded in a substrate. A finite volume method is
developed for the coupled solution of the network and the sub-
strate and shown to work satisfactorily by comparison to analyti-
cal solutions. The method is then applied to the problem of lateral
conductivity determination in 2D networks and composites and
shown to match experimental data satisfactorily.

Governing Equations

Thermal Transport. The computational domain is shown in
Fig. 1, and is of height H and width LC. It consists of the channel
region of the transistor and is composed of a random network of
nanotubes or nanowires embedded in the midplane of a substrate
represented by a three-dimensional box of size LC�H� t. Diffu-
sive transport in the tube or wire is obtained when there are a
sufficient number of scattering events during the residence time of
the phonon in the domain. The phonon residence time � f scales as
Lt /vg, where vg is the phonon group velocity. The main scattering
events of importance at room temperature in pure samples are
either three-phonon processes, occurring on a time scale �3ph, or
boundary scattering events, occurring on a time scale �b. For
nanowires, �b�d /vg, so that � f /�b�Lt /d; since Lt /d�1, diffu-
sive transport due to boundary scattering is expected to prevail.
For nanotubes embedded in a substrate, boundary scattering and
three-phonon time scales are difficult to estimate and would de-
pend on the nature of the nanotube–substrate interface as well as
the modulation of phonon velocities due to the presence of the
substrate. However, for sufficiently long tubes, three-phonon pro-
cesses are expected to lead to diffusive behavior in their own
right. For freestanding CNTs, acoustic phonon velocities of
9–20 km/s have been reported in Ref. �25�. Assuming axial ther-
mal conductivities in the 1000 W/mK range, L / ��3phvg��1
would be achieved for tubes of about 1 �m or longer; the pres-
ence of interface scattering is expected to further reduce this
value. Thus, Fourier conduction in both nanotubes and nanowires
may be assumed, albeit with a thermal conductivity that may dif-
fer significantly from bulk or freestanding values. Assuming one-
dimensional diffusive transport along the length s of the tube and
three-dimensional conduction in the substrate, the governing en-
ergy equations in the tube and substrate may be written, respec-
tively, as

ktA
d2Ti

ds2 + �
intersecting tubes j

hcPc�Tj − Ti� + hsPs�Ts − Ti� = 0
�1a�
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ks�
2Ts + �

i=1

Ntubes

hs�v�Ti − Ts� = 0 �1b�

ere, Ti�s� is the temperature of the ith tube at a location s along
ts length; A is the area of cross section of the tube or wire; and kt
s the corresponding thermal conductivity. The term hc is the heat
ransfer coefficient governing the transfer of heat to other tubes j

aking contact with tube i through a contact perimeter Pc, and the
eat transfer coefficient hs governs the transfer of heat between
he tube and the substrate through a contact perimeter Ps.
s�x ,y ,z� is the substrate temperature and ks is the substrate ther-
al conductivity; the second term in Eq. �1b� contains the heat

xchange with tubes traversing the substrate, which are Ntubes in
umber, through a contact area per unit volume, �v. Using the
imensionless variable �= �T−Tdrain� / �Tsource−Tdrain� and nondi-
ensionalizing all lengths by the tube diameter d, the dimension-

ess governing equations in the tubes and substrate may be written
s

d2�i

ds*2 + �
intersecting tubes j

Bic�� j − �i� + Bis��s − �i� = 0 �2a�

�*2�s + �
i=1

Ntubes

Bis�v
kt

ks
��i − �s� = 0 �2b�

or thermal conductivity calculations, the thermal boundary con-
itions for all tubes originating at the source and terminating in
he drain are given by

�i = 1 at s* = 0; �i = 0 at s* =
Lt

d
�3�

nd the boundary conditions for the substrate are given by

�s = 1 at x* = 0; �s = 0 at x* =
LC

d

��s

�z* = 0 and at z* = 0at z* =
t

d
�4�

ll the tube tips terminating inside the substrate are assumed adia-
atic. The boundaries y*=0 and y*=H /d are assumed as periodic
oundaries for both substrate and tubes. The dimensionless pa-
ameters are defined as

Bic =
hcPcd

2

ktA
; Bis =

hsPsd
2

ktA
;

ks

kt

�v = �v� A

Ps
� ;

LC

Lt
;

H

Lt
;

Lt

d
;

t

d

ic represents the dimensionless contact conductance for tube-to-
ube contact; and Bis represents the dimensionless interfacial
Kapitza� resistance between the tube and substrate �17�. The geo-
etric parameter �v may be determined from the tube density per

nit area 	; the corresponding dimensionless parameter is 	*,
hich is obtained by normalizing with the percolation threshold

th. The percolation threshold for the network is estimated as the
ensity at which the average distance between the nanotubes
quals the average length of the tubes, so that 	th=1/ 	Lt
2.

Electrical Transport. The dimensionless potential equation in
he linear regime is analogous to the thermal transport equation in
he Fourier conduction limit, with the potential being analogous to
emperature and the current being analogous to the heat transfer
ate. For charge transport in CNTs in plastic, the substrate is con-
idered insulating and only transport in the tube network is con-
idered. For organic transistors with dispersed CNTs �13�, the sub-
trate is not insulating and charge leaks from the CNTs to the

rganic matrix, analogous to thermal transport in a composite, and

02 / Vol. 129, APRIL 2007
charge exchange with the substrate must be considered. Since
LC�
, the mean free path of electrons, a drift-diffusion model
based on Kirchoff’s law for carrier transport may be employed
�26�. In this linear regime, which occurs for low source–drain
voltage VDS, the current density along the tube is given by

J = � d�/ds �5�

where � is the electrical conductivity and � is the potential, and is
only a function of the source–drain voltage VDS. Using the current
continuity equation dJ /ds=0 and accounting for charge transfer to
intersecting tubes as well as to the substrate �26�, the dimension-
less potential distribution i along tube i, as well the three-
dimensional potential field in the substrate are given by:

d2i

ds*2 + �
intersecting tubes j

cij� j − i� + dis�s − i� = 0 �6a�

�*2s + �
i=1

Ntubes

dis�v
�t

�s
�i − s� = 0 �6b�

Here cij is the dimensionless charge-transfer coefficient between
tubes i and j at their intersection point, analogous to Bic in Eq.
�2a�, and is specified a priori; it is nonzero only at the point of
intersection. The term dis is analogous to Bis term in Eq. �2a� and
is active only for nanotubes in organic substrates. The electrical
conductivity ratio is �t /�s. For computing the voltage distribu-
tion, boundary conditions i=1.0 and i=0 are applied to tube
tips embedded in the source and drain regions, respectively. For
the organic substrate, s=1.0 and s=0 are applied at x*=0 and
x*=LC /d, respectively; for the other boundaries, a treatment simi-
lar to that for the substrate temperature is applied. This computa-
tion of voltage distribution is only valid for low VDS. For higher
VDS, the complete drift-diffusion equations for electron �n� and
hole �p� transport in the network, coupled to a 3D Poisson equa-
tion for the potential, would need to be solved �27� and the direct
analogy with thermal transport would no longer be valid.

Numerical Method

Network Generation Procedure. We consider a percolating
random network of nanotubes or nanowires of length Lt and di-
ameter d randomly dispersed in the midplane of a substrate of
thickness t. Thus the nanotube network is essentially 2D, while
the substrate containing it is 3D, as shown in Fig. 1�b�; the geom-
etry in the midplane is shown in Fig. 1�a�. The boundaries at y*

=0 and y*=H /d are assumed periodic.
The source, drain, and channel regions in Fig. 1 are divided into

finite rectangular control volumes. A fixed probability p of a con-
trol volume originating a nanotube is chosen a priori. A random
number is picked from a uniform distribution and compared with
p. If it is less than p, a nanotube is originated from the control
volume. The length of source and drain for tube generation is Lt,
which ensures that any tube that can penetrate the channel region
from either the left or the right is included in the simulations. The
orientation of the tube is also chosen from a uniform random
number generator. Since the tube length is fixed at Lt, all tubes
may not span the channel region even for shorter channel lengths
LC, depending on orientation. Tubes crossing the y*=0 and y*

=H /d boundaries are treated assuming translational periodicity;
that part of the tube crossing one of these boundaries reappears on
the other side. Tube–tube intersections are computed from this
numerically generated random network and stored for future use.
The analysis is conducted only on the tubes that lie in the channel
region.

Finite Volume Discretization. We now describe the finite vol-
ume discretization procedure �28� used to obtain the temperature
distribution in the tubes and the substrate. A similar procedure is

adopted for solving the potential equation �Eq. �6��. Each tube is
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ivided into 1D segments, as shown in Fig. 2�a� and a control
olume balance is performed on each tube segment. Using
econd-order accurate linear profile assumptions, this yields the
ollowing equation for the tube segment i

ktA
TE,i − TP,i

�se
− ktA

TP,i − TW,i

�sw
+ �

intersecting tubes j

hcAc�TP,j − TP,i�

+ hsAs�Ts� − TP,i� = 0 �7�

ere, �se and �sw are the distances shown in Fig. 2�a�; Ac is the
ontact area between tubes i and j; TP,i is the temperature at the
ontrol volume P for tube i; and TP,j is the temperature of inter-
ecting tube j at the same location. Similar conservation equations
re written for all the tubes in the domain. Energy lost by tube i to
ube j is gained by tube j and vice versa, guaranteeing perfect
nergy conservation. As is the surface area of contact between the
ube segment and the substrate, and Ts� is the temperature of the
ubstrate at the location of the cell centroid of tube segment P.

The substrate is discretized into rectangular control volumes of
xtent �x�y�z. Figure 2�b� shows the geometry in 2D for clarity.
riting a control volume balance over each substrate control vol-

me and discretizing using linear profile assumptions, we obtain

�
f=1

6

ksAf

Tnb,s − TP,s

�xf
− �

segments

hsAsi� �Ts� − TP,i� = 0 �8�

ere, TP,s is the substrate temperature at the centroid of the sub-
trate cell P; f refers to the six faces of cell P; and Af to the
orresponding face areas. The length �xf is distance between the
wo cell centroids on either side of the face f �between P and E,
or example� and Tnb,s is the substrate temperature at the neighbor
ell centroid �E or W, for example�. The summation term repre-
ents the heat exchange with all tube segments intersecting the

ig. 2 „a… Tube segment nomenclature, and „b… substrate con-
rol volume nomenclature. The displacement vector ��� from
ubstrate cell centroid to tube segment centroid is shown.
ubstrate control volume, and Asi� is that portion of the tube seg-
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ment surface area that is ascribed to substrate cell P. In this way,
energy lost by the tube is gained by the substrate and vice versa,
and perfect conservation is guaranteed.

Since the substrate discretization is coarser than the tube dis-
cretization, it is important to account for gradients in the substrate
temperature in determining the term Ts� in the tube–substrate heat
exchange in Eqs. �7� and �8�. Otherwise, significant errors were
found in the calculation, including an inability to reproduce linear
temperature profiles exactly in 1D conduction problems with iden-
tical tube and substrate thermal conductivities. Therefore, the sub-
strate temperature gradient in the plane of the nanotube network is
computed and is used to interpolate the substrate temperature to
the tube centroid location

Ts� = �TP,s · ��� + TP,s �9�

Here ��� is the position vector of tube segment centroid relative to
the cell centroid of the substrate, as shown in Fig. 2�b�. The sub-
strate temperature gradient in cell P, �TP,s, is computed using
second-order central difference operators.

Equations �7� and �8� constitute a coupled equation set for the
tube segment temperatures Ti and the substrate temperatures Ts at
the substrate cell centroids. Though these equations may be solved
for each tube and the substrate sequentially and iteratively �28�,
such a loosely coupled procedure fails when the coupling terms
Bic and Bis become large. Similar problems occur for long channel
lengths and high tube densities; here the equations become
strongly coupled to each other due to a large number of tube–tube
contacts and a large tube-substrate contact area. Consequently, a
direct sparse solver developed by Kundert �29� is used to solve the
resulting system of equations. To account for randomness in the
sample, most of the results reported here are computed by taking
an average over 100 random realizations of the network. More
realizations are used for low densities and short channel lengths
where statistical invariance is more difficult to obtain due to the
small number of tubes in the domain.

Computation of Effective Lateral Thermal Conductivity.
The lateral thermal conductivity of the composite is computed
using the expression

keff =

�
tubes

ktA�dTi

ds
�

x=0
+ �

substrate

ks�y�z�dTs

dx
�

x=0

Ht�Tdrain − Tsource

LC
� �10�

where the first term in the numerator is the heat flow through the
tubes in the lateral direction, while the second term represents the
lateral heat flow in the substrate. The heat flow in both tubes and
substrate is computed at the source–channel junction, x=0.

Results
In this section, we apply the method described in previous sec-

tions to five problems. The first two problems compare numerical
results with analytical solutions. The last three problems address
lateral conductivity calculations in finite-length nanotube net-
works and composites both above and below the percolation
threshold.

Comparison With Analytical Solution. For the simple case of
a CNT composite in which a single CNT is located along the axis
of a cylindrically shaped substrate, the temperature distribution in
both CNT and substrate can be obtained analytically in the pres-
ence of the heat source term inside the CNT. The two ends of the
CNT as well as the two planar ends of the substrate cylinder are
held at a temperature Tinf; the outer cylindrical surface of the
substrate is insulated; and q� is the average power dissipated per
unit volume in the CNT �see inset in Fig. 3�. An extra term for

Joule heating is added in the Fourier conduction equation for the
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ube �Eq. �2a��. The temperature distribution inside the tube, Tt,
nd the substrate, Ts, can be obtained analytically as

�t = �Tt − Tinf�/�q�Lt
2/kt� = ae�cx + be−�cx + d�x − x2� + g

�11a�

�s = �Ts − Tinf�/�q�Lt
2/kt� = �0.5�x − x2� − �t�/m �11b�

here

a =
g�e−�c − 1�

�e�c − e−�c�
; b =

g�1 − e�c�

�e�c − e−�c�
; d =

f

c
; g =

1 − 2f/c

c

f =
hsLt

2ktm
; c =

hsLt�1 + m�
ktm

; m =
ks

kt

he model developed here is used to compute the temperature
istribution inside the tube and the substrate and compared against
he analytical results. Figure 3 shows a comparison of the com-
uted tube and substrate temperatures for a mesh of 80 tube seg-
ents and 20 substrate cells. The numerical results are in excel-

ent agreement with analytical results.

Transport In the Limit of Zero Contact. In the limit when
here is no contact between tubes �Bic=0, cij =0� and between tube
nd substrate �Bis=0, dis=0� a simple analytical solution for the
eat transfer rate through the domain �and correspondingly the
rain current ID for electron transport� may be derived. Only the
ubes are considered in this 2D planar calculation, and the sub-
trate contribution is neglected. In this limit, the in-plane heat
ransfer rate through the composite, q, is directly proportional to
he number of bridging tubes NS �tubes directly bridging source
nd drain� but inversely proportional to the tube length contained
n the channel. By computing the number of bridging tubes from
eometric considerations, it may be shown that �26�

q � ID �
NS

W
= � 2

�
�	HLtcos−1�LC

Lt
� − �LC

Lt
��1 − �LC

Lt
�2�

�12�

here W is

��
i=1

NS 1

Li
�−1

he constant of proportionality in Eq. �12� depends on the con-
uctivity of the tubes. Figure 4 shows a comparison of the ana-
ytical result obtained using Eq. �12� with that computed numeri-
ally. The ratio q /qref is plotted, where qref is the reference heat

ig. 3 Comparison of numerically computed dimensionless
emperature distribution in tube and substrate with analytical
esults „� definition corresponds to that in Eq. „11……. The sche-
atic of the tube embedded in the substrate and the boundary

onditions are shown in the inset.
ransfer rate at LC /Lt=0.1. One hundred random realizations of

04 / Vol. 129, APRIL 2007
the network for the case LC=3 �m, H=4 �m, and 	=5.0 �m−2

are used. The analytical and numerical results are in good agree-
ment with each other, confirming the validity of our approach.
When the channel length becomes comparable to or longer than
the tube length, q /qref is seen to go to zero; in the absence of
tube–tube and tube–substrate contact, heat, or current can flow
through the tubes only if the tubes bridge source and drain. As a
practical matter, the result in Fig. 4 is applicable to electrical
transport in short-channel CNT/plastic TFTs where the short-
channel lengths imply few tube–tube interactions.

Network Conductance Exponent Calculation. Thin film lat-
eral thermal conductivity measurements are generally difficult to
perform. Here we compare the network conductance predicted
using our model with electrical conductance measurements by
Snow et al. �11�. A pure planar tube network is considered, assum-
ing that the substrate is entirely nonconducting. This is typical of
electrical transport in CNT/plastic composites. The average length
of the tubes in Ref. �11� ranges from 1 to 3 �m. The exact length
distribution of nanotubes has not been reported in Ref. �11�. For
the numerical model, random networks with a tube length of
2 �m are generated, and an average of over 200 random realiza-
tions is taken. The percolation threshold for the network is esti-
mated using 	th=1/ 	Lt
2 to be 0.25 �m−2. Simulations are per-
formed for densities in the range 1–10 �m−2 for channel lengths
varying from 1 to 25 �m−2, and with a width H of 90 �m, corre-
sponding to the dimensionless parameters LC /Lt�0.5–12.5 and
H /Lt=45. The device dimensions and tube lengths are chosen to
match those in Ref. �11�.

In Fig. 5�a�, the normalized network conductance G /G0 is
shown as a function of LC /Lt for several tube densities above the
percolation threshold for nearly perfect tube–tube contact �i.e.,
cij =50�. For long channels �LC�Lt� there are no tubes directly
bridging the source and drain, and current �heat� can flow only
because of the presence of the network. If the tube density is
greater than the percolation threshold, a continuous path for car-
rier transport exists from source to drain, and G is seen to be
nonzero even for LC /Lt�1. Figure 5�a� shows that the conduc-
tance exponent, n, is close to −1.0 for the high densities �	
=10 �m−2; 	*=40�, indicating ohmic conduction, in good agree-
ment with Ref. �11�. The exponent increases to −1.80 at lower
densities �1.35 �m−2; 	*=5�, indicating a nonlinear dependence
of conductance on channel length. The asymptotic limit of the
conductance exponent for infinite samples with perfect tube/tube
contact has been found to be −1.97 in Refs. �30,31�. The observed
nonlinear behavior for low density is expected because the density
value is close to the percolation threshold. Snow et al. reported a
conductance-exponent of −1.80 for a density of 1.0 �m−2 and
channel length �5 �m. For the same device dimensions, this
value of the exponent is close to that obtained from our simula-
tions for a density of 1.35 �m−2. At densities close to the perco-

Fig. 4 Comparison of heat transfer rate in a nanotube network
with analytical results for the case of zero tube–tube contact
lation threshold, computations are very sensitive to variations in
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omputational parameters. Small variations in experimental pa-
ameters such as tube diameter, nanotube contact strength, tube
lectronic properties, as well as the presence of a distribution of
ube lengths �1–3 �m�, which is not included in the simulation,

ay explain the difference. The contact resistance between the
anotubes and the source and drain electrodes as well as insuffi-
iently large samples for ensemble averaging in the experimental
etup may also be responsible. Some evidence of this is visible in
he scatter in the experimental data at low densities.

The dependence of conductance exponent on channel length is
xplored in Fig. 5�b� for cij =50 and for densities in the range of
.0–10 �m−2, corresponding to 	* values of 8–40. For densities
3.0 �m−2 �	*�12�, the exponent approaches the ohmic limit,

1.0, with increasing channel length. Larger exponents, corre-
ponding to nonohmic transport are observed for the shorter chan-
el lengths. This is consistent with experimental observations,
here conductance is seen to scale more rapidly with channel

ength for small LC �11�.

Effective Thermal Conductivity of Nanotube Composites. In
his problem, we compute the effective lateral thermal conductiv-
ty of a nanotube or nanowire composite. These composites may
pan a wide range of values of ks /kt, Bic, and Bis. The thermal
onductivity of free-standing multiwalled CNTs has been mea-
ured at 3000–6000 W/m K �32�, though the corresponding val-
es when embedded in a composite are expected to be far smaller
ue to interface scattering. Though bulk silicon has a thermal
onductivity of approximately 150 W/m K at room temperature,
he thermal conductivity of Si nanowires in the
2–115-nm-diameter range is one to two orders of magnitude
maller due to phonon boundary scattering and confinement ef-
ects �33�. The thermal conductivity of the substrate is generally
ow, ranging from 0.1 to 1.0 W/m K, leading to a wide range in
s /kt. For the present case, we consider values in the 10−1–10−3

ange. The values of the tube–tube contact conductance Bic and
he tube–substrate contact conductance Bis are not known. How-
ver, our calculations show that Bic�5 is tantamount to perfect
ube–tube contact. For Bis, an estimate of the total thermal resis-
ance between silicon nanowires and a planar interface has been
ound in Ref. �34� by combining the constriction resistance, gap

ig. 5 „a… Computed conductance dependence on channel
ength for different densities „�… in the strong coupling limit
cij=50… compared with experimental results from Ref. †11‡. For
=10.0 �m−2, Go=1.0 „simulation…, and Go=1.0 „experiment….
or �=1.35 �m−2, Go=1.0 „simulation… and Go=2.50 „experi-
ent…. The number after each curve corresponds to the value

f � used in the simulation. The number in †‡ corresponds to �
n experiments from Ref. †11‡; „b… dependence of conductance
xponent „n… on channel length for different densities „�… based
n „a….
esistance, and thermal interfacial resistance; however, the model

ournal of Heat Transfer
requires the interfacial phonon transmissivity, which must be ob-
tained through experiments or atomistic level simulations. Recent
experiments �35� indicate that for CNTs in organic liquids, contact
conductance may be extremely low. Yu et al. measured the ther-
mal contact resistance between a carbon fiber and a planar sub-
strate �36�; however, no experimental data are presently available
for CNTs or Si NWs embedded in plastic substrates. For the pur-
poses of this simulation, a value of Bis=10−5 is chosen, consistent
with interface resistance values cited in Ref. �35�.

Grid independence tests were conducted for the case of LC /Lt
=2.0, H /Lt=2, Bic=10.0, Bis=10−5, ks /kt=0.001, and 	*=10.0,
corresponding to LC=4 �m, H=4 �m, and 	=2.5 �m−2 for non-
dimensional channel length LC /Lt varying from 0.5 to 9 �LC

=1–18 �m�. Figure 6 shows the percentage change in the com-
posite thermal conductivity over the substrate value for two dif-
ferent grid sizes. For the first case there are 100 segments per unit
tube length, and mesh of 10�20�1 cells is used in the substrate
in the x, y, and z directions, respectively. The second case corre-
sponds to 200 segments per tube, with a mesh of 20�40�1 cells
in the substrate. The results are seen to differ by less than 0.5%
between the two cases. The simulations presented in this problem
were therefore performed using a mesh of size 100 segments per
tube and a mesh of 10�20�1 cells in the substrate. An average
over 200 random realizations is used.

A typical temperature distribution in the tube network and the
substrate is shown in Figs. 7�a� and 7�b�. For this case, LC /Lt
=2.0, H /Lt=2, Bic=10.0, Bis=10−5, ks /kt=0.001, and 	*=14.0,
corresponding to LC=4 �m, Lt=2 �m, H=4 �m, and 	
=3.5 �m−2. Contours of constant temperature in the substrate
would be one dimensional in x for Bis=0, but due to the interac-
tion with the tubes, distortion in the contours is observed, consis-
tent with the temperature plots in the tube in Fig. 7�b�. The depar-
ture from one dimensionality in the substrate temperature profile
is related to local variations in tube density; regions of high tube
density convey the boundary temperature further into the interior.

The effect of thermal conductivity ratio is explored by varying
ks /kt from 10−1 to 10−3 keeping other parameters constant at
LC /Lt=0.25–7.0, H /Lt=2, Bis=10.0, Bis=10−5, and 	*=10.0
�LC=0.5–14 �m, H=4 �m, 	=2.5 �m−2�. The lower limit would
correspond approximately to Si NWs in plastic, accounting for
reduced thermal conductivity due to scattering and confinement;
the upper limit would correspond approximately to CNTs in plas-
tic. The percentage increase in composite thermal conductivity
over that of the substrate is presented in Fig. 8. In general, bulk
behavior, whereby the effective thermal conductivity becomes in-
variant with domain size, is obtained for LC /Lt�5 or so. Below
this, the composite displays finite length effects and is dominated

Fig. 6 Increase in composite effective thermal conductivity
„keff… over the substrate value for two different grid sizes:
LC /Lt=2.0; H /Lt= 2, Bic=10.0, Bis=10−5, ks /kt= 0.001, and �*

=10.0
by source–drain bridging for LC /Lt�1. In general, for bulk
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amples, the effective thermal conductivity of the composite may
e as much as 125% above ks for ks /kt=10−3. However, this only
mplies a value of keff in the 0.25–2.5 W/m K, which is still very
ow, signaling incipient thermal problems in nanocomposite TFTs.
s ks /kt is increased, some evidence of finite-length effects may

till be detected for ks /kt�5�10−3. For higher values, though,
etwork conductance ceases to be a dominant contributor and the
ncrease in keff over ks drops to zero, signifying that the substrate
ow dominates conduction through the composite. These compu-
ations point to the necessity of accurately characterizing the ther-

al conductivity of CNTs and Si NWs embedded in substrates. If
he presence of the substrate substantially reduces kt, it is possible
hat ks /kt would be relatively high and the network would no

ig. 7 Nondimensional temperature distribution in „a… sub-
trate „b… tube network: LC /Lt=2.0, H /Lt=2, Bic=10.0, Bis=10−5,
s /kt=0.001, and �*=14.0

ig. 8 Effect of substrate–tube conductivity ratio on keff for
arying channel length: LC /Lt=0.25–7.0, Bic=10.0, Bis=10−5,

*
nd � =10.0
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longer provide a significant pathway for heat transfer even if ef-
fective tube–tube contact could be maintained. In this limit, in the
presence of self-heating, the large surface area of contact between
the tubes and the substrate would allow heat to leak from the
network to the substrate, and the primary mechanism for heat
removal would be the substrate. However, since both substrate
and network conductance would be low in this limit, high channel
temperatures and degradation of electrical performance may be
expected.

Electrical Conductivity of CNT-Organic Composites. The
focus of this problem is the prediction of the effective electrical
conductivity of CNT–organic composites. Recently, a 60-fold in-
crease in mobility in organic TFTs has been obtained by dispers-
ing high-conducting CNTs in an organic substrate �13�. The car-
riers flowing from source to drain take advantage of the highly
conducting CNT pathways within the semi-conducting organic
substrate, flowing partially within the semiconductor and partially
through the CNTs. The potential drop across the CNTs is nearly
negligible compared to that in the organic substrate, resulting in
an overall reduction in the potential drop in the channel for a
given drive current. This is equivalent to an effective channel
length reduction, or an effective increase in the mobility or elec-
trical conductivity.

The electrical performance of the organic TFT is characterized
by the relationship between the drain current ID and the gate volt-
age VG for a given source–drain voltage VDS. The ID–VG charac-
teristics of organic TFTs for different volume percent of CNTs has
been reported in Ref. �13�. Approximately a third of the CNTs are
reported to be metallic, while the rest are semiconducting �13�.
Each type has a different electrical conductivity and this hetero-
geneity must be accounted for in the network model. To reproduce
the ID–VG curves for this type of device, it is necessary to solve
the complete drift-diffusion equations for electrons and holes, in
addition to Eq. �6�. However, in the linear regime �low VDS� and
with VG=0, electrical transport in the organic–CNT composite can
be analyzed using Eq. �6�. For zero gate voltage, the electrical
conductivity of the organic–CNT composite is directly propor-
tional to the current flowing through the TFT. Thus the data in
Ref. �13� for VG=0 and low VDS may be used to deduce the
effective conductivity of the composite and provide an experimen-
tal benchmark against which to test our model.

In order to conduct the computation, it is necessary to deter-
mine the density 	 of tubes in the matrix. The CNT fraction in the
organic substrate has been reported in terms of volume percent in
Ref. �13�, while the present model uses a 2D area density 	 to
characterize the fraction of CNTs in the substrate. The conversion
between the two different representations of the CNT fraction is
performed in the following way. It has been reported in Ref. �13�
that transistors get shorted at 1% volume fraction of CNT or
greater implying that metallic CNTs begin to percolate at this
volume fraction. From Ref. �14�, the percolation threshold for the
CNT network is given by 	th=4.2362/�LS

2=5.7 �m−2 using an
average tube length of 1 �m �13�. Accounting for the fact that
one-third of the CNTs are metallic, the total density 	 of the CNTs
at 1% volume fraction may be computed as 	=3�5.7
=17.1 �m−2. Using this conversion, the volume fraction data in
Ref. �13� may be converted into the area density 	 needed for our
computation.

Device dimensions reported in Ref. �13� are used in the simu-
lation, and correspond to LC /Lt=20.0, H /Lt=4, cij =10−4, and
dis=10−4. The electrical conductivity ratio, �t, /�s, for metallic
CNTs is taken as 5.0�106, while that for semiconducting CNTs is
5.0�104 �37�. The density 	 is varied in the range 1–17 �m−2,
below the percolation threshold. The computed electrical conduc-
tivity is presented as a function of dimensionless density 	* in Fig.
9. The error bars represent the variability in the prediction for all
the realizations computed. The effective electrical conductivity

�eff for both experiments �13� and computations is normalized by
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he experimental �eff at 0.05% volume fraction �	*=0.05�. Nu-
erical results are found to be in good agreement with the experi-
ental observations over the range of tube densities considered.

onclusions
In this paper, a computational model for thermal and electrical

ransport in nanotube composites has been developed and applied
o the determination of lateral electrical and thermal conductivity
f finite thin films. The model has been verified against analytical
olutions, and validated against experimental data for tube densi-
ies above and below the percolation threshold, both for nanotube
etworks in the absence of a substrate, as well as for nanotube–
lastic and nanotube–organic composites. Reasonable matches
ith experimental data have established the general validity of the
odel.
Nevertheless, a number of important issues remain to be ad-

ressed. The model employs thermal contact parameters Bic, Bis,
nd electrical contact parameters cij and dis, which are at present
nknown. These must be determined either from careful experi-
ents or from atomistic simulations of tube–tube and tube–

ubstrate contact. Furthermore, while the thermal conductivities of
ndividual freestanding nanotubes and nanowires has been mea-
ured and modeled, the modification of these values for tubes and
ires encased in plastic or organic substrates is not well under-

tood. Ultimately, our interest is not only in the simulation of
onductivity but also in the coupled electro-thermal analysis and
esign of flexible large-area electronics. Research in these direc-
ions is underway and results will be reported in due course.
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omenclature
A � tube cross-sectional area, m2

Ac � contact area between tubes, m2

As � contact area between tube and substrate, m2

Bic � contact conductance parameter between tubes
Bis � contact conductance parameter between tube

and substrate
cij � dimensionless charge-transfer coefficient be-

tween tubes
d � diameter of tube, m

dis � dimensionless contact parameter for charge
transfer between tube and substrate

G −1

ig. 9 Comparison of computed conductivity „normalized by
he conductivity at �*=0.05… of organic transistor against the
xperimental conductivity †13‡
� conductance, �

ournal of Heat Transfer
hc � heat transfer coefficient characterizing tube–
tube contact, W/m2 K

hs � heat transfer coefficient characterizing tube–
substrate contact, W/m2 K

H � height of the channel, m
ID � drain current, A/m2

keff � effective lateral thermal conductivity, W/m K
kt � thermal conductivity of tube, W/m K
ks � thermal conductivity of substrate, W/m K

LC � channel length, m
Lt � tube length, m
m � substrate–tube conductivity ratio
n � electron concentration, m−3

Pc � contact perimeter for tube–tube contact, m
Ps � contact perimeter for tube–substrate contact, m

s � length along tube, m
t � substrate thickness, m

T � temperature, K
Ti � temperature of ith tube, K
Ts � substrate temperature, K

Tdrain � drain temperature, K
Tsource � source temperature, K

vg � phonon group velocity, m/s
VG � gate voltage, V

VDS � drain–source voltage, V

Greek Symbols
� � nondimensional temperature

i � dimensionless potential distribution along tube
s � dimensionless potential distribution in substrate

��� � displacement vector from tube segment cen-
troid to substrate cell centroid

� � electrical conductivity, S/m
	 � tube density, m−3

	th � tube density at percolation threshold, m−2

	* � dimensionless tube density 	 /	th
�v � parameter characterizing contact geometry be-

tween substrate and tube

 � mean free path, m
�r � phonon residence time in the tube, s
�b � time scale for phonon boundary scattering, s

�3ph � time scale for three-phonon scattering pro-
cesses, s

Subscripts
c � tube–tube contact
s � substrate
t � tube

th � threshold

Superscript
* � nondimensional
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ntroduction
Wet chemical etching �WCE� is a technique by which materials

an be removed selectively from the surface of a substrate �the
olid�. When the reactive fluid called as etchant comes in contact
ith the substrate, it erodes the substrate surface and gives a spe-

ific desired pattern on it. This technique has potential application
n the manufacturing of shadow mask for color-television tubes
1�, integrated circuit �IC� devices in microelectronics industries
2�, microelectro mechanical systems �MEMS� devices such as
inges �3�, pressure sensors �4�, etc.

Theoretically, the WCE process can be described as a moving
oundary problem as the etchant–substrate interface moves be-
ause of erosion of the substrate surface by the etchant. For the
heoretical analysis of the WCE process, different researchers pro-
osed various mathematical models. These include analytical
odels such as the asymptotic solution �5,6� and numerical mod-

ls such as the variational inequality approach �7,8�, the moving-
rid �MG� approach �7,9–15�, the level-set method �16–18�, and
he fixed-grid �FG� method �19,20�. Depending on the reaction
ate at the etchant-substrate interface, two possible cases
amely—the diffusion-controlled �5–9,21,10–12,15,19,20� and
he reaction-controlled �7,10–15,20� etching are examined using
he above mentioned mathematical models. These two cases are
tudied in the modeling of one-dimensional �9,13,19,20�, two-
imensional �5–9,21,10–12,14–16,22�, and three-dimensional
17� WCE. The effect of flowing etchant in the etching process is
tudied by Shin and Economou �10,11�, Driesen �12�, Kaneko et
l. �14�, and Sudirham et al. �15�.

The analytical model based on the asymptotic solution is pre-
ented by Kuiken �5,6� to model the two-dimensional WCE. The
symptotic solution is valid for diffusion-controlled etching using
dilute etchant. Kuiken et al. �9� presented the exact solution for

he one-dimensional diffusion-controlled WCE. The analytical
reatment is then extended to a two-dimensional diffusion-
ontrolled WCE based on perturbation principle. The substrate is

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 15, 2005; final manuscript received

ctober 21, 2006. Review conducted by Sumanta Acharya.

ournal of Heat Transfer Copyright © 20
partly protected by a semi-infinite mask �infinitely thin� making it
a two-dimensional etching problem. The analytical asymptotic so-
lution is verified with experiments �21�.

The most widely used numerical models for WCE are based on
the MG method. In the MG method, the computational domain is
limited to the space occupied by the etchant. Because of the mov-
ing etchant–substrate interface, the computational domain ex-
pands with time. The etchant concentration is solved using appro-
priate boundary conditions and a specified initial condition. Using
the interface condition at the etchant–substrate interface, the etch-
front velocities are calculated to find the new position of the in-
terface. The process is repeated until the desired etch depth has
been achieved or when the specified etching time has been
reached. Due to the changing computational domain, the compu-
tation mesh has to be regenerated at every time step. As a result,
the computation mesh also moves with respect to time, which
makes the diffusion problem to a convection–diffusion problem.
This is because of the extra convection term associated with the
mesh velocities �7,14�. Further, an unstructured mesh system or a
body-fitted grid system is needed to model the multidimensional
WCE.

Vuik and Cuvelier �7� presented a numerical model for WCE.
The finite-element method �FEM� is used for discretization of the
problem in the space variables and a finite difference method is
used for discretizing the time variable. The MG method and the
variational inequality approach are used to track the etchant–
substrate interface. The mesh velocities in the MG method due to
the movements of the computational grids are taken into account
in the model. Bruch et al. �8� developed a highly efficient parallel
algorithm based on the variational inequality approach for the
same etching problem. Shin and Economou �10� studied the effect
of etchant flow field �forced convection� on the shape evolution of
etching cavities. The FEM was used to solve for the etchant ve-
locity distribution and the etchant concentration distribution in the
etched cavities. The MG method was used to track the etchant–
substrate interface. The extra convection term due to grid veloci-
ties was neglected as the interface moves very slowly. The FEM
model is extended to compare the effects of forced and natural
convection on the shape evolution of etching cavities �11�. Li et

al. �13� presented a one-dimensional moving boundary numerical
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cheme to predict the motion of the etchant-substrate interface
hile etching the phosphosilicate-glass �PSG� with hydrofluoric

cid �HF�. The one-dimensional model solves a radial diffusion
quation. The fully implicit scheme was used to solve the radial
iffusion equation. Kaneko et al. �14� used a MG approach to
odel a two-dimensional reaction-controlled WCE of an alu-
inium substrate using the FEM under etchant flow condition. A
rst-order reaction kinetic was assumed. The extra convection

erm due to grid velocities was also taken into account. Sudirham
t al. �15� discussed the application of a space-time discontinuous
alerkin finite-element method for convection–diffusion problems
hile simulating the WCE of microstructures. Adalsteinsson and
ethian �16,17� developed a level-set formulation to simulate
eposition, etching, and lithography in integrated circuit fabrica-
ion using two-dimensional and three-dimensional models. La

agna et al. �18� used a level-set method for a moving front to
imulate two-dimensional profile evolution in the WCE process.

Chai and co-workers �19,20,22� presented a fixed-grid approach
ased on the total concentration of etchant to model the WCE
rocess. This method is analogous to the enthalpy method used in
he modeling of melting/solidification processes �23–26�. A total
oncentration, which is the sum of the unreacted etchant concen-
ration and the reacted etchant concentrations, is defined. The

odified governing equation includes the interface condition. In
his formulation, the reacted concentration of the etchant is a mea-
ure of the etchfront position when etching progresses. Unlike the

G method, the etchfront is found implicitly using the total con-
entration method. Since the grids are fixed, there is no grid ve-
ocity. Hence a diffusion problem always remains a diffusion
roblem. Simple Cartesian grid is used to capture the complicated
tchfront evolution in multidimensional etching. The model has
een tested for one-dimensional diffusion-controlled �19� and
eaction-controlled �20� WCE. The method further extended to
odel the two-dimensional diffusion-controlled etching �22�.
In this paper, the FG method is extended to model the two-

imensional reaction-controlled WCE. The conventional update
rocedure of the reacted concentration assumed the concentration
long the etchant–substrate interface as constant. However, in
eaction-controlled WCE, the etchant concentration can vary
long the interface. Therefore, the conventional update procedure
s not applicable in reaction-controlled situations. Hence, a new
rocedure is presented to update the reacted concentration when
tching progresses. The new update procedure is applicable to
oth diffusion- as well as reaction-controlled WCE. The effect of
he reaction rate at the etchant–substrate interface on the etching
rocess is examined.

The remainder of this paper is divided into six sections. In the
ext section, a two-dimensional WCE problem, the governing
quation, the interface condition and the boundary conditions are
escribed. The new update procedure of the reacted concentration
s then discussed. A brief description of the numerical method
sed in this article is given. The overall solution procedure is then
ummarized. Discussion of the results obtained using the pro-
osed FG method is presented. Some concluding remarks are then
iven.

roblem Description and Governing Equation
The schematic and computational domain for the two-

imensional problem considered is shown in Fig. 1. A gap of half
idth a is to be etched in a substrate. For demonstration purposes,

he width of the mask is assumed to be large enough so that the
oncentration of etchant far away from the gap will remain unal-
ered at the initial concentration. The initial concentration of the
tchant at t=0 is c0. The etchant solution is assumed relatively
ilute, i.e., the dimensionless etching parameter �defined in “Re-
ults and Discussion” section�, ��1. At t�0, the reaction be-
ween the etchant and the substrate at the etchant–substrate inter-
ace results in the reduction of the concentration of etchant

djacent to the etchant–substrate interface and the depletion of the

10 / Vol. 129, APRIL 2007
substrate. The concentration of etchant on the boundaries far away
from the gap is kept at the initial concentration, i.e., c=c0. The
origin of the coordinate system is set to the etchant–substrate in-
terface at the center of the gap. Since the problem is symmetrical
about the origin, only half of the domain is considered as shown
in Fig. 1. The governing equation, the interface condition and the
boundary conditions are presented next.

Governing Equation. In the absence of convection, the etchant
concentration within the etchant domain is governed by the mass
diffusion equation given by

�c

�t
=

�

�x
�D

�c

�x
� +

�

�y
�D

�c

�y
� in ��t� �1a�

The initial and boundary conditions are

Initial Condition at t=0.

c = c0 in ��t� �1b�

Boundary Conditions for t�0.

�c

�x
= 0 x = 0 �1c�

c = c0 y = h + l3 �1d�

c = c0 x = a + l1, h � y � h + l3

Jy = − D
�c

�y
= 0 y = h, a � x � a + l1 �1e�

and

y = 0, a � x � a + x0�t� �1f�

Jx = − D
�c

�x
= 0 x = a, 0 � y � h �1g�

− D�n̂ · �c� = kc on f�t� �1h�

In Eq. �1h�, n̂ is the unit normal vector to the interface which
points towards the substrate region. The negative sign on the left
side of Eq. �1h� is because of the negative concentration gradient
at the interface as the concentration of etchant at the interface is
always less than the concentration in the bulk. To make the con-
centration gradient positive, a negative sign is multiplied.

Interface Condition for t�0 on f„t….

v� = −
DMSub

m�Sub
� c �1i�

where v� is the velocity of the etchant–substrate interface; D is the

Fig. 1 Schematic of the two-dimensional wet chemical etching
problem
diffusion coefficient of etchant; MSub is the molecular weight of
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he substrate; �Sub is the density of the substrate; and m is the
toichiometric reaction parameter of the etchant–substrate reac-
ion. The normal speed of the etchant–substrate interface vn is
btained by dotting both sides of Eq. �1i� with the unit vector n̂
ormal to the interface which points towards the substrate region.
his can be written as

v� · n̂ = −
DMSub

m�Sub
� c · n̂ ⇒ vn = − �e

�c

�n
�1j�

here �e=DMSub/m�Sub is the etching parameter.

he Total Concentration Method
In this paper the concept of total concentration is introduced

hich is defined as

cT � c + cR �2�

here cT is the total concentration; c is the unreacted etchant
oncentration; and cR is the reacted etchant concentration, respec-
ively. Physically, cR is the etchant concentration consumed in the
eaction process. As such it is constant except at the etchant–
ubstrate interface. This is used to capture the etchfront implicitly.
he value of cR changes from 0 to its maximum possible value of
R,max in a control volume where etching is taking place. The
aximum possible value of the reacted concentration termed

R,max, is the amount of etchant required per unit volume of sub-
trate to dissolve the substrate during reaction. In a unit volume,
here are �Sub/MSub moles of substrate. The reaction between the
tchant and the substrate is given as

S + mE → qP �3�

here S is the substrate; E is the etchant; and P is the product,
espectively. From Eq. �3� it is seen that the amount of etchant
eeded to dissolve a unit volume of substrate is m�Sub/MSub. As
R,max is the amount of etchant required per unit volume of sub-
trate to dissolve the substrate during reaction, it can be written as

cR,max =
m�Sub

MSub
�4�

he governing equation based on the total concentration is given
s

�cT

�t
=

�

�x
�D

�c

�x
� +

�

�y
�D

�c

�y
� �5�

ombining Eqs. �2� and �5�, results in

�c

�t
=

�

�x
�D

�c

�x
� +

�

�y
�D

�c

�y
� −

�cR

�t
�6�

Procedure to Update CR. The conventional cR update proce-
ure �20–22� is applicable as long as the unreacted etchant con-
entration along the interface is constant. However, in two-
imensional reaction-controlled etching, the unreacted etchant
oncentration along the interface is not constant as evident from
he boundary condition at the interface �Eq. �1h��. Hence a new
rocedure to update cR in the etching-control volume �ECV� is
resented in this section. The ECVs are the substrate control vol-
mes with adjacent etchant control volumes. The new update pro-
edure is applicable to diffusion- as well as reaction-controlled
tching. Results will show that the current cR update procedure
onverges to conventional cR update procedure in diffusion-
ontrolled etching, where the etchant concentration along the
tchant-substrate interface is closes to zero.

In the proposed update procedure, the interface condition �Eq.
1j�� is used to update cR. As discussed earlier, the reacted con-
entration cR is a measure of the interface displacement. Note that
he normal displacement of the interface can be decomposed into
orizontal and vertical components. Both the horizontal and the

ertical displacements lead to changes in the cR value of a control

ournal of Heat Transfer
volume. In the proposed procedure the change in the cR value of a
control volume is the maximum of the changes in cR due to the
horizontal and the vertical displacements. For a two-dimensional
problem, this can be written as

�cR = max��cR,E,�cR,W,�cR,N,�cR,S� �7�

In Eq. �7�, �cR,E and �cR,W are the changes in the reacted con-
centrations due to the horizontal displacements 	xE and 	xW, re-
spectively. The remaining two terms in Eq. �7� are the changes in
the reacted concentrations due to the vertical displacements. The
relation between �cR,N and the vertical displacement 	yN can be
written as

	yN�x,t� =
�cR,N

cR,max
�yP �8�

where 	yN, �cR,N, and �yP are the vertical displacement due to
etching by the etchant adjacent to the north interface, the resulting
change in the reacted etchant concentration, and the height of the
control volume P, respectively. A procedure to calculate the dis-
placement and the resulting reacted concentrations is described
next.

Figure 2 shows the locations of the etchfront at two consecutive
times namely, t and t+�t. At a given x location, the vertical dis-
placement 	y is related to the speed normal to the etchfront by

vn =
�n

�t
=

	y cos 


�t
�9�

In Eq. �9�, �n is the displacement normal to the etchfront and 
 is
the angle subtends by the normal with the vertical. The term 	y
can be approximated as

	y = y�x,t + �t� − y�x,t� �
�y

�t
�t �10�

Combining Eq. �9� and �10�, gives

vn �
�y

�t
cos 
 �11�

From the interface condition, the same speed can be obtained
from the normal concentration gradient and the reaction rate via

vn = − �e�sin 

�c

�x
− cos 


�c

�y
� �12�

Combining Eq. �11� and �12�, results in

�y

�t
= �e� �c

�y
−

�c

�x
tan 
� = �e� �c

�y
+

�c

�x

�y

�x
� �13�

The proposed cR update procedure is obtained by combining Eqs.

Fig. 2 Sketch for evaluation of normal concentration gradient
at the interface
�8� and �13�. This can be written as
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cR,N =

cR,P
0 +

�tD

�yP

�c

�y
−

�t

�xw

D

cR,max

�c

�x
cR,W

1 −
�t

�xw

D

cR,max

�c

�x

�14�

quation �14� is the recursive equation for the cR value due to the
ertical displacement of the interface in contact with an etchant at
he north interface of the ECV. The concentration gradient terms
n Eq. �14� can be evaluated in each ECVs �as shown in Fig. 3�a��
s

�c

�y
=

cN − cP,I

�yn
�15a�

�c

�x
=

cP,I − cW

�xw
�15b�

here cP,I is the interface unreacted etchant concentration in the
CV evaluated by using the boundary condition at the interface

Eq. �1h��; cW and cN are the unreacted etchant concentrations in
he neighboring control volumes at west and north of ECV, re-
pectively; �xw=xP−xW; and �yn=yN−yP. Following the same
rocedure as discussed above, a recursive equation for cR,S can be
btained, when the vertical displacement of the interface is due to
he etchant at the south interface of ECV.

With a similar approach, it can be shown that the horizontal
otion of the interface is given by

�x

�t
= − �e� �c

�x
−

�c

�y

�x

�y
� �16�

he horizontal displacement 	xW is related to change in the re-
cted concentration �cR,W as

	xW�y,t� =
�cR,W

cR,max
�xP �17�

here 	xW, �cR,W, and �xP are the horizontal displacement of the
nterface due to etching by the etchant adjacent to the west inter-
ace, the resulting change in the reacted etchant concentration, and
he width of the control volume P, respectively. Combining Eqs.
16� and �17�, gives cR due to the horizontal motion of the inter-
ace as

cR,W =

cR,P
0 −

�tD

�xP

�c

�x
−

�t

�ys

D

cR,max

�c

�y
cR,S

1 −
�t

�ys

D

cR,max

�c

�y

�18�

he above equation represents the recursive equation for the cR

Fig. 3 Etching control volumes undergoing etching
alue due to the horizontal displacement of the interface in contact
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with an etchant at the west of the ECV. The concentration gradient
�c /�x in Eq. �18� can be obtained by using Eq. �15b� and �c /�y
can be evaluated in each ECV �as shown in Fig. 3�b�� as

�c

�y
=

cP,I − cS

�ys
�19�

where cS is the unreacted etchant concentration in the neighboring
control volume at south of ECV and ys=yP−yS. Following a simi-
lar procedure a recursive equation for cR,E can be obtained, when
the horizontal displacement of the interface is due to the etchant at
the east of ECV. The final cR value for an ECV is taken as the
maximum of the cR values due to the horizontal and the vertical
displacement of the interface as given in Eq. �7�. The other two cR
updates in Eq. �7� can be derived without any new concept and are
left for explorations by the interested readers.

Initial Unreacted Etchant Concentration in the ECV. When
etching starts in an ECV in the current time step, the initial unre-
acted etchant concentration �from the previous time step� of the
ECV is approximated using the boundary condition of the inter-
face as given in Eq. �1h�. The initial unreacted etchant concentra-
tion is the maximum of the interface concentrations due to the
chemical reaction from all possible directions. This can be written
as

cP
0 = max�cP,E

0 ,cP,W
0 ,cP,N

0 ,cP,S
0 � �20a�

cP,E
0 =

cE
m

1 +
kP�xe

DP

�20b�

cP,W
0 =

cW
m

1 +
kP�xw

DP

�20c�

cP,N
0 =

cN
m

1 +
kP�yn

DP

�20d�

cP,S
0 =

cS
m

1 +
kP�ys

DP

�20e�

where cP,E
0 , cP,W

0 , cP,N
0 , and cP,S

0 are the initial unreacted etchant
concentration due to the chemical reaction from east, west, north,
and south interfaces of the ECV, respectively. The superscript m is
the mth iteration of the current time step.

Numerical Method
In this paper, the finite-volume method �FVM� of Patankar �27�

is used to solve the governing mass-diffusion equation �Eq. �6��. A
brief description of the major features of the FVM used is given
here. A detailed discussion of the FVM is available in Patankar
�27�. In the FVM, the domain is divided into a number of control
volumes such that there is one control volume surrounding each
grid point. The grid point is located at the center of a control
volume. The governing equation is integrated over each control
volume to derive an algebraic equation containing the grid point
values of the dependent variable. The discretized algebraic equa-
tion for each control volume P is

aP�P = aP
0 �P

0 + aW�W + aE�E + aN�N + aS�S + SC�VP

�21a�
where the coefficient aP is given as
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aP = aP
0 + aW + aE + aN + aS + SP�VP �21b�

n Eqs. �21a� and �21b�, � is the variable to be evaluated in each
ontrol volumes; a is the coefficient of the discretization equation;
V is the volume of the control volume; and the terms SC and SP

epresents the source terms of the discretization equation. The
ubscripts W, E, N, and S in Eqs. �21a� and �21b� represent the
eighboring control volumes at west, east, north, and south of the
ontrol volume P, respectively. The discretization equation then
xpresses the conservation principle for a finite control volume
ust as the partial differential equation expresses it for an infini-
esimal control volume. The resulting solution implies that the
ntegral conservation of mass is exactly satisfied for any control
olume and of course, for the whole domain. The resulting alge-
raic equations are solved using a line-by-line tri-diagonal matrix
lgorithm. In the present study, a solution is deemed converged
hen the maximum change in the concentration and the maxi-
um change in the reacted concentration between two successive

terations are less than 10−11.

verall Solution Procedure
The overall solution procedure for the proposed total concen-

ration method can be summarized as follows:

1. Specify the etchant domain, the substrate domain, and the
mask region. Ensure that the etchant–substrate interface lies
on the interface between two control volumes;

2. Set the initial etchant concentration as c0 in the etchant do-
main and zero in the substrate domain including the mask
region;

3. Initially set cR to 0 in the substrate domain including the
mask region and to cR,max in the etchant domain, respec-
tively;

4. Advance the time step to t+�t;
5. Identify the ECVs. These are the substrate control volumes

with adjacent etchant control volumes;
6. Set the initial etchant concentration using Eq. �20a� in the

ECVs if etching starts in those ECVs;
7. Set the unreacted etchant concentration to zero in the mask

and substrate regions �except the ECVs�. One possible way
to do this is by adding a big number in the denominator term
while evaluating the concentration at a given node point
�e.g., by setting SP to a big number in Eq. �21b� to make �P
to zero in Eq. �21a��;

8. Calculate cP
0 in the ECVs to ensure that the interface condi-

tion is satisfied with a finite time step size;
9. Set cP to cP

0 as the initial guess;
10. Solve Eq. �6� for the unreacted concentration;
11. Update the reacted concentration �cR� in the ECVs using

Eq. �7�; and
12. Check for convergence

�a� If the solution has converged, then check if the re-
quired number of time steps has been reached. If yes,
stop. If not, repeat 4–12; and

�b� If the solution has not converged, then check the cal-
culated reacted concentration

• If cR�cR,max, repeat 10–12; and
• If, cR�cR,max then set cR=cR,max and repeat 5–12.

esults and Discussion
The two-dimensional problem shown in Fig. 1 is modeled using

he proposed total concentration approach. Due to the symmetry
f the problem about the y axis, only half of the domain is used
or computation as shown in Fig. 1. For ease of presentation, the
ollowing dimensionless variables are defined
X � x/a �22a�

ournal of Heat Transfer
Y � y/a �22b�

C � c/c0 �22c�

t* � tD/a2 �22d�

� �
m�Sub

c0MSub
�22e�

Sh �
ka

D
�22f�

The nondimensional width of the mask is taken as L1= l1 /a=6.5
and the dimensionless height of etchant is taken as L3= l3 /a=6.5.
The width and thickness of the substrate are taken as LSub=1
+L1=7.5 and L2= l2 /a=1.0, respectively. The mask thickness is
taken as infinitely thin. This is done by setting H=h /a=0.005 in
this paper. Further decrease in the mask thickness does not alter
the solution.

A grid refinement study was performed to ensure the solutions
to be grid independent. Figure 4 shows the evolution of etch pro-
files at four different nondimensional times for the dimensionless
etching parameter; �=100 and the dimensionless reaction param-
eter �known as Sherwood number�; Sh=1. Three dimensionless
grid sizes namely, − 0.04, 0.02, and 0.01 are chosen for this study.
The dimensionless time step size is �t*=0.01. It is found that by
decreasing the grid size beyond 0.02 does not alter the etchfront.
The dimensionless time step, �t*=0.01, also produces the time
independent solution. Hence, 0.020.02 grid size is used in this
paper.

Figure 5 shows the etch profiles obtained from the present FG
method compared with the existing MG method �10,15� and the
analytical asymptotic solution �6� �valid for infinite reaction rate
with dilute etchant�. Figure 5�a� shows the comparison for
reaction-controlled etching with the finite element based MG
method proposed by Sudirham et al. �15�. Figure 5�b� shows a
comparison for diffusion-controlled etching with the finite ele-
ment based MG method proposed by Shin and Economou �10�
and the analytical asymptotic solution proposed by Kuiken �6�. A
nondimensional number Sh �defined in Eq. �22f�� called as Sher-
wood number determines the reaction rate at the etchant–substrate
interface. Based on the reaction rate at the interface, two cases are
examined, namely the reaction-controlled �Fig. 5�a�� and the
diffusion-controlled �Fig. 5�b�� etching. The diffusion-controlled
etching is associated with the infinitely fast reaction at the
etchant–substrate interface, which corresponds to large values of
Sh �of the order of 103�. It is found that with Sh�1000, the
diffusion-controlled condition is achieved, as further increase in
Sh beyond 1000 does not alter the etchfront. For a reaction-
controlled case the Sh is taken as 1.0, which accounts for finite

Fig. 4 Grid-independent test for nondimensional etching pa-
rameter �=100 and Sh=1
reaction rate at the interface. It is seen that the FG method is

APRIL 2007, Vol. 129 / 513



p
m
b
r
i
r
a
t
i

s
r
b
e
c
c
t
f
c
i
t
t
m
m
r
p
n

u
�
c
l
p
v
o
c

F
e
=

5

redicting the etch profiles accurately. The bulging effect near the
ask region is more pronounced with large values of Sh. It is

ecause of the high rate of diffusion of etchant near the mask
egion. Since the diffusion-controlled etching is associated with
nfinitely fast reaction at the interface, hence the etchant diffusion
ate controls the etching process. The fresh etchant is more readily
vailable near the mask corner due to the high rate of diffusion,
hereby increasing the etch rate near the mask. As a result, bulging
s seen near the mask corner in diffusion-controlled etching.

Figure 6 shows the concentration contours near the etchant–
ubstrate interface for two limiting etching conditions: the
eaction-controlled etching and the diffusion-controlled etching
ased on the magnitude of Sh. The dimensionless etching param-
ter is �=100. Figure 6�a� shows the dimensionless etchant con-
entration contours near the etchfront at times t*=25 in reaction-
ontrolled etching for which the magnitude of Sh is 1. It is seen
hat the concentration is finite �C=0.34� just adjacent to the etch-
ront. However, when the magnitude of Sh is large, the etchant
oncentration just adjacent the etchfront closes to zero as shown
n Fig. 6�b� for Sh=1000. It is also seen that the gap between the
wo adjacent contours for diffusion-controlled etching is smaller
han the corresponding gap in reaction-controlled etching near the

ask corner. This gives a higher concentration gradient near the
ask corner when the etching is diffusion limited compared to the

eaction-controlled limit. As a result, the etch rate is higher which
roduces a significant bulging of etch profiles near the mask cor-
er.

A comparison of two update procedures, namely the current
pdate procedure and the conventional update procedure
19,20,22� of the reacted concentration �cR� for diffusion-
ontrolled etching �Sh=1000� is shown in Fig. 7. The dimension-
ess etching parameter � is 10. It is seen that the new cR update
rocedure produces the same etchfront as obtained with the con-
entional update procedure. Hence the current update procedure
f cR reduces to the conventional update procedure in diffusion-
ontrolled etching.

ig. 5 Comparison of etch profiles for: „a… reaction-controlled
tching „Sh=1…; and „b… diffusion-controlled etching „Sh
1000… with �=100
Figure 8 shows the evolution of the etchfront at different times

14 / Vol. 129, APRIL 2007
Fig. 6 Etchant concentration contours near the etchfront for
�=100: „a… reaction-controlled etching „Sh=1…; and „b…
diffusion-controlled etching „Sh=1000…
Fig. 7 Comparison of two update procedures of reacted con-
centration „cR… for diffusion-controlled etching „Sh=1000… with

�=10
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hen the interface reaction rate is finite. The effect of finite reac-
ion on the etching process is studied using two values of Sh,
amely 1 and 0.1. It is seen that the bulging effect is less pro-
ounced near the mask region. This is unlike the case with the
arge values of Sh where significantly noticeable bulging is seen
ear the mask region. This is because the etching process in
eaction-controlled etching is governed by the rate of reaction at
he interface. Due to the slow rate of reaction at the interface, etch
ate is slower near the mask region as compared to the diffusion-
ontrolled case. As a result, the bulging is not significantly pro-
ounced. It is seen from Fig. 8�b� that for Sh=0.1, the etch pro-
les at equal interval times are nearly equidistant. This is due to

he nearly constant concentration gradient at the etchant–substrate
nterface. When the reaction rate at the interface is very slow, the
ecrease in the etchant concentration at the interface due to reac-
ion has negligible effect on the bulk etchant concentration.
ence, the concentration gradient is nearly constant. Since the
elocity of the interface is directly proportional to the concentra-
ion gradient �Eq. �1i��, the etchfront velocity is also constant. As

result the etch profiles are nearly equidistant.
The effect of the reaction rate on the etch profile evolution is

hown in Fig. 9. The dimensionless etching parameter is taken as
=10. The etch profiles are studied at nondimensional time t*

ig. 8 Evolution of etch profiles at different time levels for
nite reaction at the interface with �=10
Fig. 9 Effect of reaction rate on etch profile shape

ournal of Heat Transfer
=20. It is seen that the tangent to the etch profile with Sh=1.0
subtends an angle with the mask layer which is less than the
corresponding angle subtended by the tangent with Sh=1000.
This can be explained by considering the horizontal motion of the
interface below the mask for the above two values of Sh. The
horizontal motion of the interface is governed by Eq. �16�. When
the value of Sh is large, the etchant concentration at the interface
closes to zero. Hence, the concentration gradient along the y di-
rection is negligibly small. As a result, the second term on the
right hand side of Eq. �16� is negligible. But with the smaller
value of Sh, due to finite concentration gradient along y direction,
that term has significant effect, which gives an additional horizon-
tal displacement of the interface below the mask, thus resulting in
a smaller angle.

Figure 10�a� shows the concentration contours for Sh=0.1 and
Fig. 10�b� shows the concentration contours for Sh=1.0. It is seen
that as Sh increases from 0.1 to 1.0, the concentration of etchant
near the interface decreases. This is because of the increase in the
reaction rate at the etchant–substrate interface with the increase in
Sh. As the reaction rate increases, the consumption of etchant at
the reaction interface increases which results in decreased etchant
concentration near the interface.

Concluding Remarks
A fixed-grid method based on the total concentration of etchant

has been presented for two-dimensional WCE. In the proposed
approach the governing equation includes the interface condition.
The etchfront position can be found implicitly using the proposed
method. A new procedure to update the reacted concentration is
presented. The method has been applied to model the two-
dimensional diffusion- and reaction-controlled etching. For dem-
onstration purposes, the finite-volume method is used to discretize

Fig. 10 Concentration contours at t*=20 for �=10: „a… con-
tours for Sh=0.1; and „b… contours for Sh=1.0
the governing equation. The results from the present approach are

APRIL 2007, Vol. 129 / 515
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ompared with the results from other existing methods from the
iterature. The results show that the etchfront profile can be pre-
icted accurately using the proposed method.

omenclature
a � coefficient of the discretization equation
c � unreacted etchant concentration

cR � reacted etchant concentration
cR,max � maximum possible value of the reacted

concentration
cT � total concentration
D � diffusion coefficient of etchant

MSub � molecular weight of the substrate
m � stoichiometric reaction parameter
t � time

t* � nondimensional time
Sh � Sherwood number
vn � normal speed of the etchant–substrate interface

x, y � coordinate directions
X, Y � nondimensional coordinate directions

reek Symbols
� � under-relaxation factor
� � nondimensional etching parameter
� � vector differential operator

�t � time step
�Sub � density of the substrate

ubscripts
Et � the etchant
o � initial
P � control volume P

Sub � the substrate
T � total

uperscripts
m � iteration number
o � previous time step
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Modeling of Fluid Dynamics and
Heat Transfer Induced by
Dielectric Barrier Plasma
Actuator
Glow discharge at atmospheric pressure using a dielectric barrier discharge can induce
fluid flow, and can be used for active control of aerodynamics and heat transfer. In the
present work, a modeling framework is presented to study the evolution and interaction of
such athermal nonequilibrium plasma discharges in conjunction with low Mach number
fluid dynamics and heat transfer. The model is self-consistent, coupling the first-
principles-based discharge dynamics with the fluid dynamics and heat transfer equations.
Under atmospheric pressure, the discharge can be simulated using a plasma–fluid instead
of a kinetic model. The plasma and fluid species are treated as a two-fluid system coupled
through force and pressure interactions, over decades of length and time scales. The
multiple-scale processes such as convection, diffusion, and reaction/ionization mecha-
nisms make the transport equations of the plasma dynamics stiff. To handle the stiffness,
a finite-volume operator-split algorithm capable of conserving space charge is employed.
A body force treatment is devised to link the plasma dynamics and thermo-fluid dynamics.
The potential of the actuator for flow control and thermal management is illustrated
using case studies. �DOI: 10.1115/1.2709659�

Keywords: aerodynamics, heat transfer, plasma, actuator, flow control, dielectric,
discharge
Introduction
Recent research �1–4� on the efficient generation of ionized

uid in a glow discharge at atmospheric pressure using a dielectric
arrier discharge �DBD� technique has attracted interest from the
hermo-fluid dynamics and control communities. The largely
thermal surface plasma generation investigated in the above stud-
es can be used for achieving flow control by modifying the flow
tructure through electrohydrodynamic �EHD� effects �1�. A typi-
al flow control application is illustrated in Fig. 1 where an insu-
ator separates the electrodes powered by a radio frequency
1–50 kHz� alternating voltage �1–20 kV� for actuation at atmo-
pheric pressure. The collisional plasma under such pressures can
esult in a significant momentum exchange with the neutral spe-
ies. The effect of the plasma generated EHD flow on a surface
anifests as a wall jet-type flow. This can be used to inject mo-
entum in regions of adverse pressure gradients, boundary layers,

nd high heat flux. Compared to mechanical devices such as syn-
hetic jets �5�, the glow discharge actuator involves no moving
arts, and can offer control capabilities in complementary fashion.

The detailed mechanism of EHD flow generation induced by
he DBD is still being investigated although the concept behind
he force generation is believed to be from collision-dominated
ffects �1,4,6�. The coupled plasma–fluid problem is inherently
onlinear and exhibits wide ranges of time and length scales. Ex-
erimental and analytical studies of atmospheric pressure glow
ischarge plasma-based flow were conducted by Roth et al. �2�;
HD body force was modeled as an electrostatic force acting on

he charged particles which impacts the neutral gas. Enloe et al.
4� studied the plasma morphology and operating mechanism us-
ng optical measurements using a photomultiplier tube �PMT�

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in JOURNAL OF

EAT TRANSFER. Manuscript received April 5, 2006; final manuscript received

anuary 2, 2007. Review conducted by Jayathi Murthy.

ournal of Heat Transfer Copyright © 20
which revealed the characteristic temporal and spatial structure.
Parametric studies for improving actuator design �6� for separa-
tion control were studied by means of experiments in �3,4,7,8�.
The plasma operation significantly reduces the size of the separa-
tion bubble. Chan �9� applied plasma-based EHD flow control in
the study of acoustic effects in subsonic cavity flows. There have
also been efforts to use plasma-based actuators in the context of
turbulent boundary layer flow control �10�.

The effect of the plasma on the fluid can be modeled as a
localized body force �1� on the neutral particles. Most of the in-
vestigations so far have been based on experimental observations
and phenomenological arguments using simplified models �1–3�.
Shyy et al. �1� proposed that the asymmetries introduced through
the electrode arrangement and consequently the discharge struc-
ture has a significant role to play in the generation of glow-
discharge-induced flow. This model employs prior knowledge gar-
nered from the discharge visualization studies �11� such as the
discharge duty cycle, assumed species-density distributions, and a
linearized electric field distribution. The objective of such a body
force formulation is to develop modeling concepts to account for
the plasma-induced momentum imparted to the fluid. The above
mentioned analytical–empirical model represents a time-averaged
body force component acting on the fluid given as

F̄tave = �cecĒ�
�t

T
�1�

where E� is a linearized electric field; �cec is the charge density
�assumed uniform�; �t /T is the discharge duty cycle; and � is a
binary valued multiplier which is zero outside the region of dis-
charge operation and one otherwise. The discharge region is actu-
ally determined from experimental visualization for this case and
is modeled as shown in Refs. �1,2�. This modeling is based on the
observation that the discharge operation time scale is much larger
than that for the fluid flow. The above linearized body force model

was also adopted by Gaitonde et al. �12� for modeling plasma-
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ased separation control in a NACA 0015 wing section.
The limitations imposed by the above analytical–empirical
odels include dependence on parameters which need to be ex-

erimentally measured and preclude predicting the resulting flow
eld. An improvement to the above is the self-consistent force
eld model developed from fundamental plasma dynamics prin-
iples �13�. Computational modeling of discharge plasmas can be
lassified into three types, namely, fluid models, kinetic/particle
odels and hybrid approaches �13�, as shown in Fig. 2. Kinetic
odels involve the solution of the Boltzmann equation �14� for

he species velocity or energy distribution function in both space
nd time or particle simulations, often using Monte Carlo meth-
ds, and are generally computationally more expensive than the
uid models. The fluid models consist of a few moments of the
oltzmann equation. However, the choice of the model is also

Fig. 1 Illustration of glow
Fig. 2 Plasma mod

18 / Vol. 129, APRIL 2007
dependent on the regime of modeling interest. Particle techniques
such as Monte Carlo methods are used to model the collision
term. Particle-in-cell �PIC� techniques have been used for dis-
charge modeling in Refs. �14–16�. However, for the simulation of
higher pressure discharges ��100 Torr or higher�, the velocity
probability distribution function can be assumed to be close to
equilibrium and, therefore, fluid models can adequately capture
the relevant physics �14� and will be the focus of the present
study.

Fluid models have been used to model both high- �17,18� and
low-pressure �19–21� discharges. Colella et al. �20,21� employed a
space-charge conserving finite difference method for low-pressure
discharge modeling using local grid refinement in two dimensions.
Multidimensional studies �22–24� at atmospheric pressures have

charge induced fluid flow
dis
eling hierarchy
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een attempted only recently in the context of modeling DBD
lasma-induced flow effects. Roy et al. �22,23� proposed a self-
onsistent two-dimensional DBD fluid model for helium gas with
pplication to separation control using the finite-element tech-
iques. Singh et al. �24�, in a related paper, present a parametric
tudy of the different conditions in an asymmetric discharge con-
guration. The present and the above-mentioned modeling studies
mploy similar two-fluid systems to model the plasma species and
he neutral fluid, coupled through dynamic forces and pressure
nteractions. However, the numerical framework and the modeling
etails are different.

Computationally, the combined discharge physics and thermo-
uid transport is a challenging problem due to multiple nonlinear
artial equations with strong source terms, and widely distributed
ength and time scales. The disparate length and time scales make
he system computationally stiff, often requiring that computa-
ional simulations be conducted with very small time-step sizes.
oy et al. �22,23� used a globally implicit finite element procedure
here the system of species continuity and momentum equations

re assembled as part of a global matrix to solve for the solution
ector. Globally implicit integration methods are attractive be-
ause, for linear problems, they are unconditionally stable but are
omputationally expensive in highly nonlinear situations. Alterna-
ively, a sequential solution approach has been employed by Ham-

ond et al. �19� and Colella et al. �20,21�.
In the present study, we have employed an operator-split se-

uential solution algorithm which can handle the plasma fluid
odel. In using timesplit algorithms for processes operating in a
ide range of time scales, the choice of time-step size is typically
etermined by the smallest time scale, but need not necessarily be
hosen as such. To speed up the solution procedure, an interme-
iate time scale is chosen to advance the overall system in time,
hile the faster processes are advanced by subcycling within the

ime step. Also, a predictor–corrector approach is used to ensure
ufficient coupling between the solution variables. The method is
mployed to model the plasma dynamics in an asymmetric elec-
rode configuration similar to that shown in Fig. 1. We also inves-
igate the effect on the flow field using the resulting body force
eld in a low Reynolds number flow regime. The present study is
art of an ongoing effort to develop a capability to study fully
oupled multidimensional plasma dynamics with the fluid flow.

The rest of the paper is organized as follows. Section 2 presents
he plasma fluid model along with the techniques employed to
andle multiscale discharge dynamics and the Navier–Stokes
quations for fluid flow. In Sec. 3, we present some representative
esults for the two modeling approaches discussed above. A two-
imensional �2D� helium discharge in an asymmetric electrode
rrangement is modeled using the self-consistent force model
long with the resulting flow field. This is followed by a study to
ssess the fidelity of the body force model �1� with experimental
ata reported by van Dyken et al. �6�. In order to illustrate the
otential of the discharge actuator, representative fluid flow and
eat transfer applications are presented.

Numerical Model

2.1 Fluid Model for Discharge Equations. The fluid model
sed consists of the first few moments of the Boltzmann equation
or the various species with a near-Maxwellian distribution func-
ion. The plasma is considered as a multicomponent fluid com-
rised of two types of primary species, namely, ions and electrons
represented by subscripts “i” and “e”, respectively�.

2.1.1 Continuity Equation.

lectrons

�ne

�t
+ � · �neve� = neSie − rnine �2�
ons

ournal of Heat Transfer
�ni

�t
+ � · �nivi� = neSie − rnine �3�

Here, the source terms on the right hand side represent the
reaction/ionization processes which result in the creation �S� or
destruction �r� of the species, as applicable.

2.1.2 Momentum Equation. The momentum equation for the
species at high pressures can be reduced to the drift-diffusion
form which neglects the inertial and unsteady terms and balances
the thermodynamic pressure gradient with the drift force and col-
lision terms.

Electrons

ne�eE − ��neDe� = neve �4�
Ions

ni�iE − ��niDi� = nivi �for high-pressure discharges� �5�
As long as the thermal velocity is comparable to the drift ve-

locity and we are in the continuum regime �� /L= �1�, the inertial
components in the momentum equation can be neglected. What is
realized is a balance between the collision/ionization effects and
the drift-diffusion components.

2.1.3 The Electric Field Equation. The electric field E is ob-
tained using the solution of the Poisson equation, given by

� · ��dE� =
e�ni − ne�

�0
�6�

Defining a source/ionization frequency to simplify the source
term, we can write

�c = Sie − rni �7�
We denote the reference number density, species velocity, length,
time, electric field by N, Vi/e, L, 	 and E, respectively. To give an
idea of the characteristic time scales in the system, their represen-
tative orders of magnitude based on a rf discharge operating at a
few kHz based on helium gas �11� are given in Table 1.

2.2 Solution Algorithm. The operator-split algorithm capable
of efficiently handling the different time scales arising from the
various processes such as ionization, convection, and diffusion is
embedded as part of a projection method to enhance coupling
between the various species equations being solved.

The split solution algorithm consists of the following steps:

1. Predictor step;
2. Solution of the electric field equation; and
3. Corrector step.

2.2.1 Predictor Step. Here the species continuity Eqs. �2� and

Table 1 Representative time scales in the problem

Time scale Order

Operating frequency timescale, 	
 	=	w=
1

f
=T T

Ion drift 	dr,ion 	dr,ion=
L

Vion

O�10−4�T

Electron drift 	dr,e 	dr,e=
L

Ve

O�10−6�T

Dielectric relaxation 	diel 	diel=
�0E

eNVe

O�10−7�T

Ionization timescale 	c 	c=
1

�c

O�10−6�T
�

�3�, along with the drift-diffusion momentum Eqs. �4�–�6� are in-
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egrated using lagged values for the various coefficients �as they
re a function of the electric field E�. The source term is integrated
sing a higher-order �fifth-order� backward difference formula
BDF� using the CVODE solver �25�. The convection and diffu-
ion operators can be treated either implicitly or explicitly. In this
ase, we employ a second-order upwind for the convection term
nd second-order central difference for the diffusion term. The
ontinuity equation can be written as

�nk

�t
+ � · �nkvk� = �c,knk �8�

hree types of splitting are popular, namely �1� the standard first-
rder splitting, �2� Strang splitting, and �3� source splitting. In the
ollowing, we offer a brief description of these splitting tech-
iques. The technique adopted in the present approach is source
plitting.

1. First-order splitting. The first-order splitting was employed
by Colella et al. �21� and can be written symbolically as

n̄k = TMk��t��S��t�nk
n �9�

where S is the reaction operator integrated using the ordi-
nary differential equation �ODE� solver �25� and T is the
transport operator. Mk is the number of substeps used for the
transport term integration to march to the global timestep �t
and �t�=�t /Mk is the substep size.

2. Strang splitting. Here, the transport term integration is usu-
ally split into two halves to achieve the symmetry since the
ODE solver used in the reaction part is more computation-
ally burdensome.

n̄k = TMk/2��t��S��t�TMk/2��t��nk
n �10�

3. Source splitting. Source splitting �26� has certain advantages
over the standard first-order splitting and the higher-order
Strang splitting methods. The Strang splitting is formally
second order which is achieved by splitting the operators
symmetrically. It is worth noting that, in both the first-order
and Strang splitting procedures, the initial guess for the re-
action part is not directly from the previous time step, but
after a half or full time step of the transport term integration.
This results in the introduction of stiff transients in the so-
lution which are nothing but an artifact of the splitting er-
rors. These can be highly significant in the presence of
strong nonlinearities. To overcome the solution discontinui-
ties which give rise to stiff transients in the above two split-
ting methods, the source splitting treats the transport as a
piecewise constant source. For example, we can write

ñk = S��t�nk
n

and

ṅk =
ñk − nk

n

�t
�11�

Therefore, we have

n̄k = �T��t�� + nk��t��Mknk
n �12�

where S is the reaction operator integrated using the ODE
solver CVODE �25� and T is the transport operator. Mk is the
number of substeps used for the transport term integration to
march to the global time step �t. The ODE solver employs a
fifth-order BDF for time integration with Newton iteration
for nonlinearity.

2.2.2 Solving the Electric Field Equation. Now that we have
he predicted values of the species densities, n̄k, we can use it to

pdate the electric field by solving the following Poisson equation

20 / Vol. 129, APRIL 2007
� · ��dEn+1� =

�
k

n̄kqk

�o
�13�

where qk is the signed charge content of each species. The elliptic
solver employed in the present study is either the Gauss–Seidel
method with successive over-relaxation or the algebraic multigrid
method.

2.2.3 Corrector Step. At the end of the previous step, the pre-
dicted species densities n̄k and the electric field at the new time
level En+1 are available and the corrected densities are obtained
using the updated coefficients.

One of the important aspects is to determine the proper choice
of the global time step �t and the number of substeps Mk which
would require balancing computing efficiency with stability.
Choosing �t too small will make the computation inefficient and
a reasonable choice in this case is the slower species convection
time scale. Also, issues such as dynamic equilibrium and nonlin-
earity can affect the solution procedure and the size of the global
time step. While subcycling is an important technique for improv-
ing accuracy and stability, its ability to increase the global time
step is limited. It is important to gauge the overall accuracy with
the global time step size.

It is noted that for the low speed, i.e., incompressible fluid flow
applications, which is the current focus, the fluid characteristic
time scales are much larger than that of the operating plasma
dynamics. Hence, we can safely treat the coupling between the
fluid and plasma physics as one way, i.e., from the plasma to the
fluid by means of the body force model. A more detailed discus-
sion has been presented in Ref. �13�. To extend further, if the fluid
dynamic time scales become comparable, then the two-way cou-
pling will need to be handled and the fluid solution advancement
should be performed using the global time-step size.

2.3 Navier–Stokes Equations. The neutral fluid is modeled
using the Navier–Stokes equations and the energy transport equa-
tion for a steady, incompressible flow. The body force terms,
which are added to the momentum equations, couple the discharge
effects to the fluid flow. As discussed earlier, the disparity in the
time scales between the low-speed flow and the high-frequency
actuator operation enables the treatment of the plasma body force
in a quasi-steady manner. The fluid is assumed to be incompress-
ible in view of the plasma being essentially isothermal. In the
following, governing equations in the two-dimensional form are
presented

�Ā

�t
+

�B̄

�x
+

�C̄

�y
= D̄ �14�

where

Ā = �
�

�u

�v

e
�, B̄ = �

�u

�u2 + p − 	xx

�uv − 	xy

u�e − p� − 	xxu − 	xyv − k�xT
� ,

C̄ = �
�v

�uv − 	xy

�v2 − 	yy + p

u�e + p� − 	xyu − 	yyv − k�yT
�

and
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D̄ = �
0

Fx

Fy

0
�

he Fx and Fy are the body force terms calculated from the solu-
ion of the plasma dynamics, as

Fx = Ex�
k

qknk, Fy = Ey�
k

qknk �15�

he Navier–Stokes equations are solved using a pressure-based
lgorithm with a second-order upwind scheme as discussed in
efs. �27,28�.

Results and Discussion

3.1 Plasma Model. A schematic of the computational domain
s shown in Fig. 3. The electrodes are 2 mm in length and the
nsulated bottom electrode is shifted downstream by 2 mm. A

Fig. 3 2D computational do

Table 2 Summary of property models e

Transport/reaction
properties

�i �ion mobility�

�e �electron mobility�

Sie �species ionization model�

r �recombination coefficient�

Di �ion diffusivity�

De �electron diffusivity�

� �viscosity of He gas�

a
See Ref. �22�.

ournal of Heat Transfer
similar case has been studied by Roy et al. �22�. The helium
discharge is modeled at a pressure of 300 Torr, and a temperature
of 300 K and is driven by an ac voltage of 1.5 kV �peak voltage�
operating at 5 kHz. The thickness of the electrodes is negligible
and the dielectric thickness is 5 mm. The electron temperature is
assumed to be 1 eV ��11,600 K�, while the ions and the neutrals
are essentially in thermal equilibrium at 300 K. The various trans-
port properties and property relationships are available in the lit-
erature and we have employed the ones used by Roy et al. �22� for
the present study. These are summarized in Table 2.

The computational domain employed is a square region of size
1 cm�1 cm. The grid consists of 127�61 points for the 2D case.
This computational grid was selected based on the outcome of
testing several grid sizes to ensure that the plasma sheath near the
wall–gas interface can be adequately resolved while balancing the
consideration of the computational costs. The dielectric constant
in the fluid/discharge domain is 1.0055; the permittivity of
vacuum and that of the insulator is 4.5. For investigation purposes
two different frequencies are considered, namely, 5 kHz and

in with boundary conditions

loyed for the He discharge simulationa

Models/values employed

=
8�103

p
�1–8�10−3 E / p� cm2 V−1 s−1 for

E / p25 V cm−1 Torr−1

=
4.1�104

p	E / p �1−
27.44

�E / p�1.5� cm2 V−1 s−1 for

E / p�25 V cm−1 Torr−1

=
e

me�en
cm2 V−1 s−1 where �en=1012/ s

=4.4 exp� −14

�E / p�0.4�p�eE s−1

=1.09�10−20T−9/2ne m3/s

=500 cm2/s

=
kTe

e
�e cm2/s

=2.0�10−5 N s/m2
ma
mp
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0 kHz, respectively, with all other conditions remaining constant.
global time step of 10−8 s is used for the computations. The

nitial number density in the plasma is 1015/m3 for all the differ-
nt species.

The homogeneous Neumann boundary condition is applied for
he electrostatic potential at the open boundaries while the Dirich-
et boundary condition is used at the electrode:

• At the exposed electrode: �=�0 sin�2�ft�, �0=1.5 kV �Fig.
4�a��; and

• At the submerged electrode: �=0.

For the plasma species modeling �see Fig. 3�b��, the domain
oundaries away from the insulator/electrode surface are assigned

zero gradient condition considering insignificant impact far

Fig. 4 Plasma dynamics based force calculation
butions are illustrated here. Results are compar
opposite half-cycles. The positive force values c
way from the fluid–actuator interface. At the dielectric surface,

22 / Vol. 129, APRIL 2007
the current continuity is enforced. This equates the transport cur-
rent and the displacement current in the fluid domain to the dis-
placement current in the insulator and can be written as

���flEfl�
�t

+ e�nivi − neve�fl =
���insulatorEinsulator�

�t
�16�

The electrons are assumed to be isothermal �at 11,600 K or 1 eV�
at boundaries. At the exposed electrode, the thermal flux toward
the wall is considered when the drift is toward the wall and zero
flux otherwise. For the ions, a zero gradient is assumed for the
velocity when the drift is toward the wall and zero flux otherwise.
Also, a weak secondary emission coefficient of 0.02 is used at the
electrode. For the ions or the heavier species, the drift effects are
significant and hence a zero gradient condition ��ni /�n=0� is ap-

ing the electric field and number density distri-
at two different time instants belonging to the
spond to the positive x ,y axes.
us
ed

orre
plied. For the neutral fluid, the insulator/electrode interface is as-
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igned a no-slip condition for the momentum equation. A small
ass flux is specified at the left edge of the domain to simulate a

ow Reynolds number flow, while at the other open boundaries, a
ero velocity gradient condition is imposed considering negligible
mpact away from the wall. The Reynolds number is chosen to be
mall so that the effect of the discharge-induced flow field can be
ufficiently observed. The time-dependent plasma–fluid transport
as solved using the solution algorithm presented above. The re-

ults exhibit qualitative similarity to those reported in Ref. �13�.
In Fig. 4, we present the plasma physics by comparing the

olution at two instants in time corresponding to the peak positive

t=� /2� and negative �
t=3� /2� voltages. The resulting force
escribed in Eq. �15� is computed based on the full field plasma
imulation. The electric field �Fig. 4�b�� at the instant of peak
ositive voltage is characterized by a large positive field in the
egion near the inner edge of the two electrodes and a large nega-
ive field near the outer edges. The electrode–dielectric interface
xhibits a discontinuity in the potential and hence the field
trength on the edges is expected to be strong there. The region of
trong electric field coincides with the region of strong ionization.
n Fig. 4�c� the electric field contours at the instant of peak nega-
ive voltage �
t=3� /2� display the reversal of polarity, but the
agnitudes are not comparable to that during the positive half-

ycle. The instantaneous charge distribution is determined by the
lectric field dynamics. The region of substantial charge accumu-
ation is expected to be near the electrodes and the dielectric sur-
aces where the field lines originate and end. In Figs. 4�d� and Fig.
�e�, the net charge species number density �i.e., ni-ne� is pre-
ented at the two time instants. It is clear that the bulk of the
ositive charge has accumulated near the dielectric surface which
cts as the negative electrode for the positive half-cycle. However
or the negative voltage peak, the strong negative charge accumu-
ation is observed slightly downstream of the exposed electrode,
ictated by possible residual voltage effects.

The force distribution �Eq. �15�� in the domain is a product of
he net charge and the local field strength. The instantaneous elec-
ric field and charge �number density� data obtained can be used to
alculate the net force field in the computational region. The axial
orce fields at the two time instants are calculated for 5 kHz fre-
uency and are shown in Figs. 4�f� and 4�g�. As can be seen, the
egion of strong force coincides with the region of peak charge
ensity. The horizontal force for a higher frequency has been
hown to result in a larger force lobe and a stronger core as com-
ared to a low-frequency case in Ref. �13�. This is to be expected
ince the driving voltage fluctuations are faster in time and hence,
here is a much stronger momentum transfer effect. The strong

Fig. 5 Resulting flow field obtained from detailed pl
at the instant �t=� /2
orce field at the positive voltage peak is in stark contrast to the

ournal of Heat Transfer
negative voltage peak where the force is relatively weak over the
whole domain. This disparity in the strength of the forces between
the two half-cycles when averaged over time results in a unidirec-
tional flow effect. Now that the force field has been obtained, we
can solve for the fluid flow by representing the plasma as a body
force effect in the Navier–Stokes equations. In order to model
this, we consider a very low Reynolds number flow �ReL=45� of
helium gas in the domain such that the plasma induced flow is
pronounced. The Reynolds number, ReL, is calculated based on
the inlet flux and the edge length of the domain �0.5 cm� as ReL

=�HeVinL /�He. The computed force field obtained for a frequency
of 5 kHz at the instant 
t=� /2 is used as a body force in the fluid
flow momentum equations to obtain a steady-state solution of the
flow field. Figure 5�a� shows the bending of the streamlines and
the wall jet generated by the force field. The velocity profiles �Fig.
5�b�� indicate the large suction taking place at the top boundary in
trying to correct the mass imbalance caused by the generated wall
jet. This fluid dynamics effect can be used in flow control and heat
transfer applications.

3.2 Assessment of Body Force Model. In order to assess the
fidelity of the plasma force model �1�, we compare the thrust
produced with the experimental studies. A particular issue pertain-
ing to the model is the need for using the experimental data to fix
up certain empirical parameters such as the duty cycle. A detailed
discussion of this study was offered in Ref. �29� and will not be
reproduced here. Here, we use the force data under the quiescent

Fig. 6 Assessement of the plasma force model using experi-

a dynamics computed from the plasma–fluid model
asm
mental data
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ondition, in accordance with the experiment conducted by Van
yken et al. �6�. In these experiments, the force measured is the

hear caused by the induced flow on the contact surface in a
uiescent environment. The experimental results �6� present the
orce generated for various voltages with an electrode 0.625 mm
ide and Teflon dielectric. The comparison is shown in Fig. 6.
ere the Factual represents experimentally measured force while

he Fcalculated represents the predicted values. Overall, the trends
etween the experiment and model prediction are consistent. The
ifference in the results is likely caused by linearization of the
lectric field as well as other simplifications made as shown in
ec. 1 and also in Ref. �29�.

3.3 Thermo-Fluid Applications. In order to illustrate the
hermo-fluid applications of the dielectric barrier plasma actuator,
e will consider the effect of the plasma actuator on a low Rey-
olds number flow and associated heat transfer. The computa-
ional model consists of a flat plate placed in a free stream of fluid
ith the plasma electrode arrangement serving as an actuator be-

ng placed at the middle of the plate. The plate is 1 cm long, and
he electrode is 0.5 mm long and 0.25 mm thick. The number of
rid points used for the overall thermofluid dynamics simulation
s 161�112. It is noted that, wherever not mentioned, the values
or the voltage, frequency, and Re are 4 kV �rms�, 3 kHz, and
33, respectively. For heat transfer computations, the plate was
ssumed to be maintained at twice the ambient flow temperature.
he values of the various parameters used are

3

Fig. 7 Aerodynamics and heat transfer p
L = 0.01 m; � = 1.2 kg/m ; U� = 2,4 and 5 m/s;

24 / Vol. 129, APRIL 2007
Rel = 133,266 and 333; � = 1.8 � 10−4 kg/ms

Figures 7�a� and 7�b� show the potential for separation control for
an angle of attack of 20 deg and Re=333. The actuator is placed
in the middle of the flat plate leading to a partial reduction of the
separation bubble. An actuator placed at the leading edge was
observed to remove separation more effectively in our previous
work �2�. Figure 7�c� shows the lift and drag characteristics of the
flat plate for various Re and a 20 deg angle of attack. There is
substantial improvement in the drag for the plasma-on case. This
can be attributed to significant shear drag from the wall jet as
compared to the form drag for such a small flat plate. It is evident
that the effectiveness of the actuator wears down with increasing
inertial effects in the mean flow. In the present modeling the heat
transfer is studied for various Reynolds numbers and a 20 deg
angle of attack. Figure 7�d� presents the Nusselt number variation
with angle of attack for various Reynolds numbers. In the cases
considered, the heat transfer is enhanced significantly �almost
doubled� when there is flow separation since the recirculation
zone prevents the heat from convecting out.

4 Conclusions
A combined hydrodynamics and plasma dynamics model in the

context of a discharge-induced thermofluid transport is presented.
This provides a way of self-consistent modeling of the discharge
effects as opposed to an analytical–empirical model previously
presented �1�. The two-dimensional helium dielectric barrier dis-

ntial of a representative plasma actuator
charge in an asymmetric geometry has been modeled using a finite
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olume operator-split sequential approach to efficiently solve the
ultiscale problem. The time-dependent results obtained from the

lasma equation were used to calculate the body force. The result-
ng body force distribution displays overall qualitative agreement
ith the physics and observed effects. The force comparison at

imilar time instants in the two half-cycles exhibited dissimilar
ehavior, hence generating a unidirectional wall jet type fluid flow
ver time. The potential of the actuator in aerodynamics and sur-
ace cooling effects is illustrated. The effect of the discharge-
nduced wall jet reduces the separation region by half for the
bove discussed actuator placement. The lift coefficient showed
mprovement with the discharge actuation, while the drag increase
as due to dominant wall shear effects. The surface heat transfer

howed close to 100% increment due to the actuator.
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omenclature
ni ,ne ,�c � species number density

N � abient gas number density
vi ,ve � species velocity

� � electrostatic potential
E � electric field
D � species diffusivity
M � species mass

e ,qi � species charge
�0 � permittivity of free space
K � Boltzmann constant

Sie � species collision rates
�k � internal energy density
� � species mobility
T � time period of applied voltage

Ftave � time averaged plasma body force
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Modeling Full-Scale Monolithic
Catalytic Converters: Challenges
and Possible Solutions
Modeling full-scale monolithic catalytic converters using state-of-the-art computational
fluid dynamics algorithms and techniques encounters a classical multiscale problem: the
channels within the monolith have length scales that are �1–2 mm, while the converter
itself has a length scale that is �5–10 cm. This necessitates very fine grids to resolve all
the length scales, resulting in few million computational cells. When complex heteroge-
neous chemistry is included, the computational problem becomes all but intractable
unless massively parallel computation is employed. Two approaches to address this dif-
ficulty are reviewed, and their effectiveness demonstrated for the computation of full-
scale catalytic converters with complex chemistry. The first approach is one where only
the larger scales are resolved by a grid, while the physics at the smallest scale (channel
scale) are modeled using subgrid scale models whose development entails detailed flux
balances at the “imaginary” fluid–solid interfaces within each computational cell. The
second approach makes use of the in situ adaptive tabulation algorithm, after significant
reformulation of the underlying mathematics, to accelerate computation of the surface
reaction boundary conditions. Preliminary results shown here for a catalytic combustion
application involving 19 species and 24 reactions indicate that both methods have the
potential of improving computational efficiency by several orders of magnitude.
�DOI: 10.1115/1.2709655�

Keywords: CFD modeling, catalytic converter, multi-scale, subgrid model, ISAT, cata-
lytic combustion
Introduction
Despite tremendous progress in computer technology over the

ast 2 decades, simulation of full-scale catalytic converters re-
ains elusive. With existing computational fluid dynamics �CFD�

echniques, such simulations require extreme computational re-
ources. A thorough review of the literature failed to reveal a
ingle instance where a three-dimensional industrial-scale cata-
ytic converter with realistic chemistry has been modeled using
onventional CFD techniques. On the other hand, numerous pub-
ications on CFD modeling of a single channel of the monolith
xist �Ref. �1� and the references cited therein�. Currently, due to
ack of better alternatives, the knowledge gained from the simu-
ation of a single channel is extrapolated to the entire catalytic
onverter. Since the channels are coupled to each other through
eat transfer, and individual channels may encounter different
ow rates, extrapolation of the results of a single channel to the
ntire converter is dangerous and may lead to flawed designs �2�.
n recent years, in realization of the need to address variations of
ow and temperature from channel to channel, attempts have been
ade to model a “representative” number of channels rather than
single one, and the results have been coupled through network-

ype models �2�. While such an approach is an improvement over
odeling a single channel, the robustness and accuracy of such an

pproach remains questionable.
The core of a simple cylindrical catalytic converter is shown in

ig. 1. It is comprised of a honeycomb monolithic ceramic struc-
ure whose inner surfaces are coated with a catalyst. Reactants
ow through the small channels and undergo catalytic conversion.
odeling of catalytic converters is made complicated by the fact

hat the channels within the monolith have a characteristic width
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of �1–2 mm, while the full converter has a diameter of
�5–10 cm. Surface reactions occur at the surfaces of the mono-
lith channels. With conventional CFD techniques, each channel
must be resolved by a grid if the physics within the boundary
layer next to the reacting surface is to be captured. If a coarse
10�10 mesh is used to resolve the cross section of each channel,
a converter with 5 cm diameter will require �50,000 cells in each
cross-sectional plane. A moderately coarse mesh with �100
points along the direction of flow will result in �5 million grid
cells. This simple estimate reveals that flow calculations alone
will require significant computational effort for such geometries,
and is clearly beyond the capability of a single-processor
computer.

The inclusion of surface chemistry in such simulations compli-
cates matters exponentially. The treatment of surface chemistry
requires solution of a set of stiff nonlinear differential algebraic
equations �DAE�, representative of the balance between reaction
and diffusion, at each boundary face and at each iteration/time
step. If a catalytic converter has a diameter of 5 cm, and channel
cross-sectional dimensions of 2 mm�2 mm, there will be
roughly 500 channels in the converter. If each channel has a grid
density of 10�10 �across cross section� �100 �along length�, the
total number of boundary faces on which surface reactions have to
be computed is 4�10�100�500=2�106 faces. These calcula-
tions will have to be performed at each iteration, and experience
shows that a three-dimensional steady state calculation of this
type reqires �1000 global iterations for all conservation equations
to converge adequately. This implies that the reaction–diffusion
balance equation for computing fluxes due to surface reaction
need to be solved 2�106�1000=2�109 times. Based on the
author’s own calculations, if simplistic chemistry with just five
species and five reaction steps is considered, the CPU time taken
for a single solution of the reaction–diffusion balance equation is

approximately 0.4 ms on a 3 GHz Intel Pentium processor, which

07 by ASME Transactions of the ASME
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mplies that the surface chemistry calculations alone for this par-
icular problem will require approximately 200 h. With realistic
hemistry described by approximately 10–20 species and 10–20
eaction steps, such calculations can be performed within reason-
ble time frame �1 week or less� only if massively parallel com-
utations are employed.

The preceding estimate clearly points to the fact that simulation
f full-scale catalytic converters using conventional CFD tech-
iques will require impractically large computational resources
nd time. In this paper, two approaches that make simulation of
ull-scale catalytic converters with complex chemistry feasible are
iscussed and demonstrated. The first approach, subgrid scale
odeling, has witnessed tremendous success in other disciplines

uch as large eddy simulation of turbulence, and modeling of po-
ous media. The second approach, strictly mathematical in nature,
mploys the idea of storing results of chemistry calculations in a
inary look-up table in situ and adaptively, and reusing that infor-
ation later when deemed appropriate. The in situ adaptive tabu-

ation �ISAT� algorithm �3� has witnessed tremendous success in
he treatment of homogeneous reactions, especially in the context
f probability density function �PDF� methods for reacting turbu-
ent flows. Here, the basic ISAT algorithm, after significant modi-
cations of the underlying mathematical formulations to adapt it

o heterogeneous reactions, is being used. The results presented
ere are only preliminary proof-of-concept results, meant to show
hat both methods hold considerable promise. It is hoped that
hese results will trigger sufficient interest and curiosity among
ctive researchers in this area so that further research is continued
long the directions outlined in this paper, and the ultimate objec-
ive is met with within a relatively short period of time.

Mathematical Model for Direct Simulation
Prior to discussion of algorithms and models to enhance effi-

iency, it is necessary to discuss the governing equations �and
ccompanying boundary conditions� that one would need to solve
n the context of a full-fledged CFD calculation in which all
ength scales are resolved by a grid. These equations will lay the
oundation for development of the subgrid scale models, to be
iscussed in later sections. Another motivation for detailed discus-
ion of the governing equations is that in catalytic conversion
pplications, diffusive transport of mass is critical. Reacting flow
ormulations outlined in various textbooks and published articles
ay little or no attention to diffusive �molecular� transport of spe-
ies since turbulent transport dominates in the vast majority of
pplications of such flows. Thus, there is a need to critically assess
ommonly used formulations for the treatment of mass transport
n low Péclet number multicomponent systems, as prevalent in

Fig. 1 Monolithic core of a catalytic converter
atalytic conversion applications.

ournal of Heat Transfer
2.1 Governing Equations. The governing equations are the
equations of conservation of mass �both overall and individual
species�, momentum and energy, and are written as �4–6�

Overall mass

�

�t
��� + � � ��U� = 0 �1�

Momentum

�

�t
��U� + � � ��UU� = − �p + � � � + �B �2�

Energy

�

�t
��h� + � � ��Uh� = − � � q + Ṡh �3�

Species mass

�

�t
��Yk� + � � ��UYk� = − � � Jk + Ṡk ∀ k = 1,2, . . . ,N �4�

where � is the mixture density; p is the pressure; � is the shear
stress tensor; and B is the body force vector. Equations �1� and �2�
are the well known Navier–Stokes equations, and need no further
discussion. In Eq. �4�, Yk is the mass fraction of the kth species, Jk

is the mass diffusion flux of the kth species, and Ṡk is the produc-
tion rate of the kth species due to homogeneous chemical reac-
tions. The total number of gas-phase species in the system is de-

noted by N. In Eq. �3�, Ṡh represents the net source due to viscous
dissipation and other work and heat interactions, and q denotes
the net heat flux due to molecular conduction, radiation, and in-
terspecies diffusion, and is written as �4�

q = qC + qR + qD = − kc � T + qR + �
k=1

N

Jkhk �5�

where hk is the enthalpy of the kth species; kc is the thermal
conductivity of the mixture; and h is the enthalpy of the mixture
�=�k=1

N hkYk�. The heat flux due to interdiffusion of species, qD, is
often neglected in reacting flow formulations without any justifi-
cation. In many practical applications of multispecies flows, this
term can be comparable or larger than the Fourier conduction flux
qC, and can result in net heat flux that is opposite in direction to
the imposed temperature gradient �7�. In the above formulation,
the enthalpy of the kth species, hk, includes the enthalpy of for-
mation and the sensible enthalpy, and is written as

hk�T� = hf ,k
0 +�

T0

T

cp,k�T�dT �6�

where hf ,k
0 is the enthalpy of formation of species k at the standard

state; and cp,k is the specific heat capacity of species k. The spe-
cies enthalpy is generally computed using standard thermody-
namic databases, such as the JANNAF database.

Equation �1� can be derived from Eq. �4� if and only if the
following two constraints are satisfied: at any point in space

�
k=1

N

Yk = 1 �7�

at any arbitrary cutting plane

�
k=1

N

Jk � n̂ = 0 �8�

where n̂ is the surface normal to the cutting plane in question.
Equation �7� is generally enforced either by solving only N-1

equations from the set in Eq. �4�, and then using Eq. �7� directly to
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etermine the mass fraction of the last species, or by normalizing
he calculated mass fractions by their sum, resulting in an indirect
orrection strategy. In diffusion dominated �i.e., low mass trans-
ort Pećlet number� systems, nonsatisfaction of the constraint
iven by Eq. �8� results in a serious inconsistency. The inconsis-
ency is a result of the fact that the sum of the species conserva-
ion equations over all species does not result in the continuity
quation �Eq. �1��. Rather, it results in a continuity equation with
spurious mass source.
In general, the mass diffusion flux, Jk, includes diffusion due to

oncentration gradients, temperature gradients �Soret diffusion�,
nd pressure gradients �pressure diffusion� �4�. Here, only mass
ransport due to concentration gradients is considered for the sake
f simplicity. The most common approach for modeling diffusive
ransport of species due to concentration gradients is to use the
ick’s law of diffusion. In a binary system, consisting of Species
and B, the diffusion flux is accurately described by the Fick’s

aw of diffusion �4�

JA = − �DAB � YA, JB = − �DBA � YB �9�

here DAB is the binary diffusion coefficient of Species A into B;
nd is equal to DBA, which is the binary diffusion coefficient of
pecies B into A. Using the mass fraction summation constraint
Eq. �7��, it can be readily shown that JA=−JB, i.e., Eq. �8� is
utomatically obeyed. The same law, when used for multicompo-
ent systems with more than two species, leads to violation of
ass conservation due to nonsatisfaction of the constraint given

y Eq. �8�.
In a multicomponent system, diffusion is best described by the

tefan–Maxwell equation �4�, which implicitly relates molar
uxes of species to mole fraction gradients

�Xi =
M

� �
j=1

j�i

N � XiJ j

MjDij
−

XjJi

MiDij
	 �10�

here M is the mixture molecular weight; Mk is the molecular
eight of the kth species; and Xk is the mole fraction of the kth

pecies. The Stefan–Maxwell equation has been formulated in
uch a manner that Eq. �8� is satisfied for an arbitrary multicom-
onent system. Unfortunately, it can only be used for pure diffu-
ion problems, and is not amenable for use in a CFD framework
ince it is not an equation of the generalized advection–diffusion
orm. Upon significant manipulation, Eq. �10� can be rewritten as
8,9�

Jk = − �
Mk

M2�
n=1

N

MnDkn � Xn �11�

here Dkn is the ordinary multi-component diffusion coefficient
4,10�, and is different from the binary diffusion coefficient Dkn.
pecifically, while the binary diffusion coefficients are indepen-
ent of the mole fractions, the ordinary multicomponent diffusion
oefficients are strong nonlinear functions of the mole fractions.
lso, it is worth noting that while Dkk=0, Dkn�Dnk. The ordinary
ulticomponent diffusion coefficients can be computed using
ell-known relationships �4,10,11�. Equation �11� essentially

tates that in a multicomponent system, diffusion of a certain spe-
ies is governed not only by its own concentration gradient, but
lso the concentration gradient of the other species in the system.

In a reacting flow, mass is always conserved while moles are
ot. Thus, it is advantageous to rewrite Eq. �11� in terms of mass
ractions rather than mole fractions. Using the conversion relation
k=XkMk /M, Eq. �11� may be written as �8,9�

Jk = − ��
n=1

N

�kn � Yn �12�
here �kn is a new tensor, written as �8,9�

28 / Vol. 129, APRIL 2007
��� = −
1

M2 �M��D��M��C� �13�

In Eq. �13�, �M�=diag�M1 ,M2 , . . . ,MN�; �D� is the matrix nota-
tion for the ordinary multicomponent diffusion tensor Dkn; and
�C� the Jacobian of the transformation between mass and mole
fraction, and is written as

Ckn = ��kn − Yk
M

Mk
	 M

Mn
�14�

where �kn is the Kronecker delta. Substitution of Eq. �12� in Eq.
�4� yields

�

�t
��Yk� + � � ��UYk�

= � � ���
n=1

N

�kn � Yn	 + Ṡk ∀ k = 1,2, . . . ,N �15�

Equation �15� represents the governing equation for species trans-
port in a multicomponent system. It satisfies the constraint posed
by Eq. �8� automatically. It is important to note at this point that
even in the absence of any homogeneous chemical reactions �i.e.,

Ṡk=0�, the mass fractions of the individual species are tightly
coupled through the diffusion operator. Thus, the segregated solu-
tion �i.e., one species at a time� of the equations represented by
Eq. �15� has inherent instabilities associated with it. Details per-
taining to these numerical issues may be obtained from Ref. �9�
and are not discussed here for the sake of brevity.

2.2 Boundary Conditions. The boundary conditions for the
mass and momentum conservation equations are the no-slip con-
ditions at walls, and appropriate mass flux or pressure boundary
conditions at inflow and outflow boundaries. These boundary con-
ditions and their numerical implementation are well known and
need no further discussion. The focus of this subsection is the
boundary conditions for species and energy associated with het-
erogeneous chemical reactions at fluid–solid interfaces.

At a reacting surface, the diffusion flux of species is balanced
by the reaction flux since the surface cannot store any mass. At the
heart of surface reaction processes is adsorption and desorption of
species at the surface, the treatment of which requires inclusion of
so-called surface-adsorbed species �12�. At steady state, the net
production rate of the surface-adsorbed species is zero. In the
absence of etching or deposition of material from the surface �i.e.,
zero Stefan flux�, the reaction–diffusion balance equation at the
surface may be written as �12,13�

Jk � n̂ = MkṘk ∀ k � gas-phase species �16a�

Ṙk = 
d�k/dt for unsteady

0 for steady
� ∀ k � surface-adsorbed species

�16b�

where Ṙk is the molar production rate of species k due to hetero-
geneous chemical reactions; �k is the molar concentration of spe-
cies k at the fluid–solid interface; and n̂ is the outward unit surface

normal. Since Ṙk is an extremely nonlinear function of the molar
concentrations �or mass fractions� �12,13�, Eq. �16� represents a
nonlinear set of DAEs. The solution of this stiff set of nonlinear
DAE is generally obtained using the Newton method, but requires
special preconditioning to address stiffness and ill-posedness in
the case of steady-state solutions. Details pertaining to these nu-
merical issues may be found elsewhere �13�. The solution of Eq.
�16� provides the near-wall mass fractions and mass fluxes �rep-
resented by the left-hand side of Eq. �16a�� of all gas-phase spe-

cies, which appear as sources/sinks for control volumes adjacent

Transactions of the ASME
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o the surface in a finite-volume formulation �13�.
The balance of energy at the surface yields the following

quation

�− k � T + qR + �
k=1

N

Jkhk	
F

� n̂ = �− k � T + qR�S � n̂ �17�

here the subscript “F” denotes quantities on the fluid–side of the
uid-solid interface, while the subscript “S” denotes quantities on

he solid side of the same interface. The solution of Eq. �17�,
hich is also a nonlinear equation, yields the temperature at the
uid–solid interface, and subsequently provides the flux of energy
t the interface, which can then be used as a source/sink for the
ells adjacent to the interface after appropriate linearization. In
his enthalpy formulation, the heat of surface reaction actually

anifests itself through the �Jkhk term—another reason why the
nergy carried by species interdiffusion should never be neglected
or such applications.

Equations �1�–�3� and �15�, when solved along with the appro-
riate boundary conditions described in the preceding subsection,
ill produce flow, temperature, and mass fraction distributions of

ll species within the entire catalytic converter. A prerequisite to
he use of these equations is that the computational grid must be
ne enough to resolve the individual channels within the mono-

ith. Otherwise, the boundary conditions to describe heteroge-
eous reactions at the fluid–solid interface cannot be applied. If
he grid is sufficiently fine, no other models are necessary to ob-
ain a solution. As discussed earlier, sufficient resolution demands
se of several million computational cells making such direct cal-
ulations prohibitively expensive. In the section to follow, two
ifferent approaches to make such calculations feasible are
escribed.

Algorithms for Efficiency Enhancement
Estimates provided earlier clearly indicate that simulation of

ull-scale catalytic converters with realistic chemistry will require
rders of magnitude improvement over the state-of-the-art. Two
ifferent approaches are employed to achieve this goal. The first
pproach, subgrid scale modeling, is employed to address difficul-
ies associated with modeling transport phenomena and heteroge-
eous reactions at multiple scales. The second approach, ISAT, is
sed to accelerate calculation of the surface reactions. Although
ot demonstrated here, these two algorithms can be used in tan-
em to derive greatest computational gains. This section presents
hese two approaches.

3.1 The Subgrid Scale Modeling Approach. The fundamen-
al premise behind this approach is that the computational grid
ill only resolve the largest length scales, and the physics at the

mallest �channel or pore� scale will be modeled using subgrid
cale �i.e., scale smaller than the grid size� models. The first step
n the development of the mathematical model using this approach
s to perform a volume average of the governing conservation
quations at the pore scale over a representative elemental volume
REV�. This REV must be smaller than the grid scale but signifi-
antly larger than the smallest length scale of the problem—that
eing the width of the monolith channels in this particular case
Fig. 2�. Upon volume averaging, the governing equations of con-
ervation of mass, momentum, energy, and species are as follows
14–16�

ass

�

�t
���� + � � ���U� = 0 �18�
omentum

ournal of Heat Transfer
�

�t
���U� + � � ���UU� = − � � p + � � ��eff � U� − ���K�−1U

�19�
Energy

�

�t
��s�1 − ��hs + ��h� + � � ���Uh�

= − � � �− keff � T + �
i=1

N

Ji,effhi + �qR	 + �Ṡh + �Ṙh

�20�
Species

�

�t
���Yk� + � � ���UYk�

= − � � Jk,eff + �Ṡk + �Ṙk ∀ k = 1,2, . . . ,N �21�

where � is the porosity, and is defined as the volume of pores to
the total volume. Volume averaging of the pore-scale governing
equations results in additional terms that arise out of the physics at
the smallest scales. For example, volume averaging of the Navier–
Stokes equation results in the so-called Darcy–Forchheimer–
Brinkman equation �14,15�, in which, additional terms arise out of
modeling the frictional drag at the smallest scales. Equation �19�
shows a simplified version of this equation, in which the nonlinear
Forchheimer term has been neglected, and the last term is the
linear Darcy term written in generalized tensor form. Dispersion is
neglected here since the geometry under consideration here is
comprised of straight parallel channels. Dispersion results from
the interaction between microvortices �smaller in scale than the
REV� shed by various parts of the random porous structure. Such
effects are absent in this particular case since the channels walls
are impermeable to flow and mass diffusion, and the fluid within
each channel does not communicate. The last term in the energy

equation, �Ṙh, is the net volumetric production rate of heat due to
surface reactions, averaged over an REV. The last term in the

species transport equation, �Ṙk, represents the average production
rate of species k within an REV due to heterogeneous reactions.
Once again, it is an artifact of the volume averaging process, and
would be absent if the computational grid resolved the smallest
scales, as evident from the equations presented in Sec. 2. In de-
riving Eq. �20� local thermal equilibrium between the fluid and
solid phase has been assumed, and the mixed phase is assumed to
have a single temperature T. In addition to the birth of additional
terms in the governing equations, all transport properties to be

Fig. 2 The various length scales within a monolithic catalytic
converter „cross-sectional view shown in figure…, their relation-
ship, and the idea behind the subgrid scale modeling approach
used are effective volume-averaged properties, denoted by the
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ubscript “eff.”
Accuracy of the subgrid scale modeling approach depends, in

arge part, on how well these unclosed terms in the volume-
veraged governing equations are modeled, and how closely these
ubgrid scale models mimic the actual physical phenomena occur-
ing at the smallest scales. Specific details, pertaining to the de-
elopment of the subgrid scale models for momentum, energy,
nd species are discussed next.

3.1.1 Closure of the Momentum Equation. Volume averaging
f the momentum equation results in an additional Darcy term,
epresented by the last term in Eq. �19�. It represents the drag
orce acting on the fluid due to viscous effects at the smallest
subgrid� scales. In this case, volume averaging results in two
nknown parameters, namely the porosity, �, and the permeability,

�14�. The porosity is the ratio of the volume of pores to the total
olume, and can directly be obtained from the geometry of the
onolith. The permeability, K, is proportional to the square of the

olume to surface ratio. Since it is tensor, the drag force acting at
he subgrid scale may be different in different directions. For the
ase of straight-channel monoliths, the drag �or resistance to flow�
n the cross-flow direction will be infinite since no mass transfer
an occur from channel to channel due to advection. Thus, the
ermeability is zero in the cross-flow direction, and only one com-
onent of the permeability tensor �assuming that the off-diagonal
omponents are also zero� in the direction of the flow has to be
etermined to attain closure of the volume-averaged momentum
quation. For one-dimensional flow, Darcy’s law states that the
ressure drop per unit length, is inversely proportional to the per-
eability �14�: �p /L=�U /K. In general, for a porous medium, if

xperimental data for pressure drop is available, the permeability
an be calibrated for various flow velocities to fit the pressure
rop data. In the case of straight-channel monoliths experimental
ata is not necessary and the permeability can be obtained by
atching data generated using direct numerical simulation using

he following procedure:

1. First a CFD simulation of a single channel of the monolith is
performed, in which the channel and its walls is completely
resolved by a mesh, i.e., direct numerical simulation;

2. From this simulation, the pressure drops along the length,
including exit and entrance losses is computed for various
flow velocities;

3. The single channel will then be replaced by a porous me-
dium, and a set of simulations with various permeability
values is performed with the goal to match the pressure
drops obtained using the direct numerical simulations; and

4. The permeability data fitted using the least squares approach
since a single value that best fits the data for several differ-
ent flow velocities is desired.

3.1.2 Closure of Species and Energy Transport Equations.
losure of the volume-averaged energy and species transport
quations is attained by considering detailed flux balance of en-
rgy and species at the pore scale, and subsequently, by perform-
ng a summation over an REV �Fig. 2�. Balance of mass flux for
as-phase species at the reacting surface is represented by Eq.
16a�. Substitution of Eq. �12� into Eq. �16a� followed by discreti-
ation yields

�− ��
n=1

N

�kn�Yn,C − Yn,I

�
	�

= MkṘk�Y� � ∀ k � gas-phase species �22�

here Yn,I is the mass fraction of species n at the fluid–solid
nterface, and Yn,C is the mass fraction of species n at a normal
istance � away from the interface. � represents a characteristic
iffusion length scale. If the computational mesh resolves the
hannels, Yn,C represents the mass fraction of species n at the cell

enter adjacent to the interface, and � the normal distance between
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the interface and the cell center adjacent to it �using a first-order
approximation�. In the context of subgrid scale models, the chan-
nel is not resolved by a computational mesh, and therefore, � has
to be estimated. The most rigorous procedure for determining � is
to perform a separate pore-scale calculation with increasing num-
ber of grid points across the channel until the solution becomes
grid independent. The grid spacing between the wall and the ad-
jacent cell is then an appropriate measure of �, and ascertains that
the value used within the subgrid model exactly recovers the re-
sults of direct calculations. The idea is depicted in Fig. 3. While it
is perfectly justifiable �i.e., answers will remain unaltered� to use
an arbitrarily small value for �, in lieu of the procedure just de-
scribed, such a choice would make the system of equations un-
necessarily stiff. Once � has been estimated, Eqs. �22� and �16b�
can be solved to determine the mass fractions or molar concentra-
tions of all species at the “imaginary” fluid–solid interfaces. The
local flux of each species due to surface reaction can then be
determined, and the average volumetric production rate of each

species due to heterogeneous reactions, �Ṙk, can be obtained
using

�Ṙk = �− ��
n=1

N

�kn�Yn,C − Yn,I

�
	�� S

V
	

eff
�23�

where �S /V�eff is the effective surface area on which the catalytic
reactions occur per unit volume of the catalyst monolith. The ef-
fective surface to volume ratio is a true representation of catalyst
loading �16�. The maximum effective surface to volume ratio is
the geometrically available surface to volume ratio and represents
100% catalyst loading. If only part of the geometrically available
surface is coated with the catalyst, the effective surface to volume
ratio will be much smaller. In the particular case of straight-
channel monoliths, the geometric surface to volume ratio can be
computed directly using the available geometric dimensions. In
order to estimate the effective surface to volume ratio, additional
information pertaining to the catalyst loading is necessary, and
certain approximations need to be made concerning the composi-
tion of the catalyst washcoat. An example is shown in Fig. 4. A
similar procedure is also implemented to solve Eq. �17� at the

subgrid scale and determine the net heat source �Ṙh.
From the preceding discussion it is clear that the development

of the subgrid scale models and the fitting of unknown parameters
involve some assumptions and approximations. Thus, results ob-
tained using subgrid scale models will not exactly match results of
direct numerical simulation. On the positive side, in addition to
being computationally very efficient, subgrid scale models offer

Fig. 3 Procedure for determining the diffusion length scale, �
the advantage that additional small-scale physical phenomena can
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e included with relative ease in comparison to direct simulations.
or example, phenomenon such as diffusion through the washcoat

s easily implemented by adding a diffusion resistance to the ex-
sting diffusion formulation.

3.2 Acceleration of Surface Chemistry Calculations. Pro-
ling of the code during direct numerical simulation of catalytic
onverters revealed that more than 50% of the overall CPU time is
pent in solving the reaction–diffusion flux balance equation �Eq.
16�� at the surface if the surface reaction mechanism involves
ore than ten species. Many applications of catalytic conversion,

uch as NOx removal using three-way catalysts, involve ex-
remely complex surface chemistry. In such cases, the reaction

echanism may involve several tens of reactions and several tens
f species �see for example Ref. �17��, and the surface reaction
alculations may consume more than 90% of the overall CPU
ime. Thus, computation of the surface reaction boundary condi-
ion is a major bottleneck in the overall computational algorithm if
ufficiently realistic reaction mechanisms are used. Consequently,
t is logical to devote attention to develop algorithms that will
ignificantly enhance the efficiency of these calculations.

Difficulties, similar to the ones just described, arise in the treat-
ent of homogeneous reactions, as well. Over the past two de-

ades, several approaches have been developed to address this
ssue in the context of homogeneous reactions. Notable amongst
hese approaches are: �1� genetic algorithms �GAs� �18–23�; �2�
rtificial neural networks �ANNs� �24,25�; �3� high dimensional
odel representation �HDMR� �26–28�; �4� intrinsic low-

imensional manifolds �ILDMs� �29–33�; and �5� in ISAT
3,34–44�. A detailed discussion of these methods and their pros
nd cons is beyond the scope of this paper. It should suffice to say
ere that of the five methods, the first four require generation of
n initial dataset or population to generate low-dimensional mod-
ls that are ultimately employed to accelerate the chemistry cal-
ulations. In other words, the first four methods require prepro-
essing, and therefore, lack portability. For example, if an
dditional reaction step is added or an existing step is altered, the
nitial dataset generation and the “training” of the reduced model
as to be performed from groundup. In contrast, the in situ adap-
ive tabulation method does not require any preprocessing. The
lgorithm works in situ, rendering it portable and extremely flex-
ble in terms of its capabilities.

The ISAT algorithm was developed by Pope �3� to enable in-
lusion of detailed chemistry in turbulent combustion calculations
sing the PDF transport method �45�. In the PDF method, the
overning PDF transport equation is solved using a Monte Carlo
echnique in which the state of a stochastic particle is marched

ig. 4 Procedure for determining the effective surface to vol-
me ratio „S /V…eff
orward in time using a set of ordinary differential equations in

ournal of Heat Transfer
time. The composition of the stochastic particles changes due to
homogeneous reactions and turbulent transport �or mixing� and
these two processes are treated sequentially. The initial conditions
encountered by these stochastic particles, of which several hun-
dred thousand need to be traced, are often similar. This led to the
ISAT algorithm, in which instead of computing the reaction
sources for each particle, the results are stored in situ, and reused
later if another particle encounters a similar set of initial condi-
tions. The data are stored in a hyperdimensional binary table, in
which errors due to interpolation are adaptively controlled.

While the ISAT algorithm was originally developed to avoid
repetitive solution of the initial value problem, just described, it is
equally applicable to other types of mathematical models, such as
ones that involve repetitive solution of nonlinear algebraic equa-
tions, ordinary differential equations, or a combination thereof.
The ISAT algorithm was recently adapted for heterogeneous
chemistry �46� by developing a new formulation for the treatment
of DAE systems rather than the initial value problem for which
ISAT was originally developed. This algorithm will henceforth be
referred to as ISAT-S, briefly described below. Extensive details
on this algorithm may be obtained from Ref. �46�. In what fol-
lows, only a brief description of the algorithm is provided for the
sake of completeness.

The solution of Eq. �16� ultimately reduces to finding the roots
of a set of nonlinear algebraic equations of the general form
f i�	̄�=0, where 	̄ is the vector of outputs in the problem. The
number of outputs must be equal to the number of equations, and
is denoted by n. The solution of the equation f i�	̄�=0 will depend
on the specific value�s� of the parameter�s� in the equation. For
example, in this particular case, the solution of Eq. �16� will de-
pend on the wall temperature, which is treated as an input param-

eter. Let the parameters �or inputs� be denoted by the vector 
̄, of
length m, such that the number of independent inputs is m. If the

set of outputs 	̄0 are known for a certain set of inputs 
̄0 through
a direct calculation, then we can seek the change in the outputs
caused by changes in the inputs using a Taylor series expansion
�46�

f i�
̄0 + �
̄,	̄0 + �	̄� = f�
̄0,	̄0� + � �f i

�
 j
�


j0

�
 j + � �f i

�	 j
�

	j0

�	 j

+
1

2
� �2f i

�
 j
2�


j0

�
 j
2 +

1

2
� �2f i

�	 j
2�

	j0

�	 j
2

+ ¯ ∀ i = 1,2,¯,n �24�

where tensor notation has been used for all the derivative terms. If
the higher order terms in the expansion are dropped �i.e., within

the bounds of the linear approximation�, and f i�
̄0+�
̄ , 	̄0

+�	̄� and f i�
̄0 , 	̄0� are set to zero, a linear expression relating
the changes in the output to the changes in the input is obtained.
In matrix form, this expression may be written as

�J
���
̄� + �J	���	̄� � 0 �25�

where �J
� is the Jacobian matrix of the inputs and is of size n
�m, �J	� is the Jacobian matrix of the outputs and is of size n
�n. Equation �25� may be rearranged in the following form to
obtain the change in the outputs from a change in the output

��	̄� � �J	�−1�J
���
̄� = �A���
̄� �26�

where the matrix �J	�−1�J
� has been denoted by �A�, the so-called
mapping or sensitivity matrix �3�.

In the ISAT algorithm, data are stored in a binary table. Each
point of the table has a so-called ellipsoid of accuracy �EOA�,
which represents a hyperdimensional convex region around each
point within which the linear approximation is valid to a user-

prescribed tolerance. If a query is found to be within the EOA,
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ata is retrieved from the table directly. Otherwise, a direct calcu-
ation of Eq. �16� is performed and the results are either added to
he table as a new entry, or are used to grow the EOA. The size of

he EOA is calculated from the criterion ��
̄�T�Q�T����Q���
̄�
1, where �Q�T����Q� represents a singular value decomposition

SVD� of the matrix �A�T�A� after appropriate scaling and normal-
zation �3�. The matrix ��� is a diagonal matrix consisting of
ingular values �1�2�¯�M�0�. The half-axis lengths of
he EOA in the various input directions are given by 1/�i. The
atrix �Q� is a result of the SVD, and represents rotation of the

llipsoid of accuracy about the principal input directions. As more
ueries are processed, the ISAT table grows in size, and the EOA
round each point also grows, thereby increasing the probability
f retrieval. The retrieval rate becomes almost 100% �i.e., the
lgorithm is asymptotically optimal� if a large number of queries
re processed, which is ideal for the problem at hand, in which
q. �16� may have to be solved more than 1 billion times based on
stimates provided earlier. In Sec. 4.2, preliminary results demon-
trating the efficacy of ISAT-S for the computation of complex
eterogeneous chemistry will be provided.

Results and Discussion
In this section, preliminary results are presented to demonstrate

he effectiveness of the two approaches, just described, to enable
odeling of full-scale catalytic converters.

4.1 Subgrid Scale Modeling Results. Validation studies that
ighlight the accuracy as well as the deficiencies of the subgrid
cale models have been presented elsewhere �16�. In this paper,
esults that demonstrate the effectiveness of this model for large-
cale catalytic converters are presented.

The case considered is a catalytic combustion of a methane–air
ixture on platinum in a converter with multiple monolithic

lugs. The geometry and boundary conditions for the case under
tudy are illustrated in Fig. 5. A single manifold is sealed off at the
ight end thereby forcing the flow to pass through the five mono-
ithic plugs. The converter was modeled as an axisymmetric ge-
metry. It is worth pointing out here that this is another advantage
f using a subgrid scale model. Since square channels are embed-
ed in a cylindrical monolith, full-fledged CFD calculations
ould force one to perform fully three-dimensional calculations.

n the subgrid scale approach, since the square channels are at the
ubgrid scale, their exact shape can easily be accounted for within
he subgrid description, as discussed earlier, while still allowing
xisymmetric calculations for the large-scale geometry. Thin
affles separate the outgoing streams from the incoming fuel, and
ere modeled using thin-wall or contact resistance models. A
nite-volume unstructured grid formulation �47,48� was used to

ig. 5 Geometry and boundary conditions for the full-scale
atalytic converter modeled using the subgrid scale approach.
iscretize and solve the governing equations. A total of only

32 / Vol. 129, APRIL 2007
55,000 colocated cells were used. Pressure–velocity coupling was
resolved using the SIMPLEC algorithm �49,50� and a pressure-
weighted interpolation technique �51,52� was used to damp out
pressure oscillations. The fluid was assumed to obey the ideal gas
law, and all its transport properties were computed using the
Chapman–Enskog equations of kinetic theory �10� with Lennard-
Jones potentials obtained from the CHEMKIN transport property
database. The thermodynamic properties of the species were com-
puted using data obtained from the JANNAF database. Radiative
heat transfer was also considered, and was modeled assuming that
the fluid is optically thin, and that all solids are opaque, i.e., only
surface-to-surface radiation exchange was considered. The ab-
sorption coefficient of the monolithic plugs was set to a value of
100 m−1 to simulate optically thick behavior. Gas-phase reactions
were neglected, and the surface reaction mechanism chosen for
the study was adopted from the literature �53�. It consisted of
eight gas-phase species and 11 surface-adsorbed species undergo-
ing 24 reactions.

The flow �velocity vectors and pressure� and temperature dis-
tributions within the full converter are shown in Fig. 6. An obser-
vation of interest is the fact that the last monolith encounters the
highest flow rate because the flow essentially gets “squeezed” into
it due to the main supply manifold being sealed at the right end.
Consequently, some of the fuel leaks through the last monolith
without being fully converted, as shown in Fig. 7. The site frac-
tion of platinum is about 95% when the reactions are fast and is
much lower in the regions where full conversion did not occur.
Parametric studies were conducted, and showed that at inlet flow
velocities of 10 m/s or less, 100% conversion can be achieved. At
a velocity of 25 m/s, 99% conversion can be achieved, and at a
velocity of 50 m/s �for which results have been shown here�, only
71% conversion can be achieved. A single simulation required
about 1500 iterations for all residuals to decrease by four orders of
magnitude, and took about 25 h of CPU time on a 3 GHz Intel
Pentium processor. Based on the results shown, and the computa-

Fig. 6 Flow and temperature distributions in a full-scale cata-
lytic converter modeled using the subgrid scale approach
tional effort and resources needed to obtain them, it is clear that
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he subgrid scale approach is a feasible modeling strategy for
ractical catalytic conversion applications with realistic chemistry.

4.2 ISAT-S Results. Instead of coupling ISAT-S to a full-
edged CFD code, for preliminary feasibility studies, the inputs to

he surface reaction solver were randomly perturbed, with the
aximum and minimum perturbations set to physically realizable

alues. The inputs to the surface reaction solver �Eq. �16�� were
he species diffusion coefficients, the surface temperature, and the
ell center mass fractions of the species. The surface temperature
as varied randomly between 1080 K and 1320 K, the species

ig. 7 Mass fractions of one of the reactants „CH4… and prod-
cts „CO2… and the site fraction of platinum

able 1 Effect of size of ISAT-S binary table on performance.
rocessor: SUF=actual speed-up factor.

Direct
CPU

80 k points 40

CPU SUF CPU

06 107.9 19.6 5.5 15.3
07 1078 44.6 24.2 40.5
08 10,780 121.1 89 125
ournal of Heat Transfer
diffusion coefficients were varied randomly by 20% from a base-
line value, and the cell center mass fractions of the fuel and oxi-
dizer species were varied randomly between 0 and 0.1. The same
reaction mechanism, described in the preceding subsection, was
used. This resulted in a total of 17 inputs �=n� and 19 outputs
�=m�. The outputs, in this particular case, are the near-wall mass
�or mole in the case of surface-adsorbed species� fractions of the
various species, and a tolerance of 10−3 was set on them, implying
that each retrieved mass �or mole� fraction value must be within
10−3 of the exact value for the retrieved result to be deemed us-
able. About 5.4% of the retrieved values violated the tolerance
criterion.

Table 1 shows the enhancement of efficiency that can be
achieved by using ISAT-S for such applications. SUF is the
speedup factor, defined as the ratio of CPU times without and with
ISAT-S in place, and Q is the number of queries �or number of
times Eq. �16� is solved�. The table shows that for this particular
test case, SUF of 89 is achieved using ISAT-S if sufficiently large
number of queries is processed, and a reasonably large sized table
is used. The fact that the SUF increases with the number of que-
ries is also indicative of the fact that the algorithm is asymptoti-
cally optimal. As the problem size increases, its effectiveness also
increases. While these preliminary results �without actual cou-
pling to a CFD code� do not conclusively prove the effectiveness
of the ISAT-S algorithm for catalytic conversion applications, they
certainly establish ISAT-S as a method that has strong potential in
enhancing computational efficiency by several orders of magni-
tude for problems with reasonably complex chemistry.

5 Summary and Conclusions
Modeling full-scale catalytic converters using conventional

CFD techniques is prohibitively expensive because of the need to
treat transport phenomena at multiple length scales and the need
to treat heterogeneous chemical reactions at the smallest length
scale. Two different approaches, namely subgrid scale modeling
and in situ adaptive tabulation, which break away from conven-
tional direct CFD approaches, were discussed briefly and prelimi-
nary results were presented to indicate their efficiency. Both ap-
proaches are capable of enhancing the computational efficiency by
several orders of magnitude, as demonstrated here. In principle,
the two approaches can be used in tandem for maximum benefit.
In other words, the ISAT-S algorithm can be used for acceleration
of chemistry calculations at the subgrid scale. Future work needs
to be directed in two specific areas. First, the two approaches need
to be refined further. In the case of the subgrid scale approach,
issues that particularly need attention are nonequilibrium thermal
transport �i.e., thermal transport in the solid and fluid phases need
to be treated separately �54�� and anisotropic diffusion at the sub-
grid scale to eliminate diffusion between channels of the mono-
lith. For the ISAT approach, research needs to be directed toward
improving the accuracy of the retrieved results through better
strategies for error control �46,55�. Following these refinements,
research needs to be directed toward integrating the various pieces
for which preliminary results have been shown in this paper into a
single simulation environment. It is hoped that in due course, the

l CPU times, shown in minutes, are for a 3 GHz Intel Pentium

oints 20 k points 10 k points

SUF CPU SUF CPU SUF

7.1 13.3 8.1 12.3 8.7
26.6 38.3 28.1 40.9 26.4
86.2 131.2 82.1 166.6 64.7
Al

k p
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esearch directions laid out here will lead to computationally
heap and accurate simulation tools for the study of full-scale
atalytic converters with realistic chemistry.

omenclature
B � body force vector �m s−2�

cp,k � specific heat capacity of species k �J kg−1 K−1�
Dkn � binary diffusion coefficient of species k into n

�m2/s�
Dkn � ordinary multicomponent diffusion coefficient

�m2/s�
h � enthalpy of mixture �J/kg�

hk � enthalpy of the kth species �J/kg�
hf ,k

0 � enthalpy of formation of species k at standard
state �J/kg�

Jk � diffusion mass flux of the kth species
K � permeability tensor �m2�
kc � thermal conductivity of mixture �W m−1 K−1�
m � number of outputs in ISAT table
M � molecular weight of the mixture �kg/kmol�

Mk � molecular weight of k-th species �kg/kmol�
n̂ � unit surface normal vector
n � number of inputs in ISAT table
N � total number of gas-phase species
p � pressure �Pa�
q � heat flux �W m−2�

qC � heat flux due to conduction �W m−2�
qD � heat flux due to interdiffusion of species

�W m−2�
qR � heat flux due to radiation �W m−2�
Ṙk � production rate of species due to heteroge-

neous reactions �kmol m−3 s−1�
Ṡk � production rate of kth species due to homoge-

neous reactions �kg m−3 s−1�
Ṡh � volumetric heat generation rate �W m−3�
T � temperature �K�
U � mass averaged velocity �m/s�
Xk � mole fraction of kth species
Yk � mass fraction of kth species

reek
� � diffusion length scale �m�

�kn � Kronecker delta
� � porosity

�kn � transformed diffusion coefficient tensor �m2/s�
�k � molar concentration of species k at fluid–solid

interface �kmol m−3�
� � mixture density �kg m−3�
� � shear stress �N m−2�

ubscripts
C � at cell center
I � at fluid–solid interface

ther
�  � volume average over representative elemental

volume
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Heat and Mass Transfer
Evaluation in the Channels of an
Automotive Catalytic Converter by
Detailed Fluid-Dynamic and
Chemical Simulation
The role of numerical simulation to drive the catalytic converter development becomes
more important as more efficient spark ignition engines after-treatment devices are re-
quired. The use of simplified approaches using rather simple correlations for heat and
mass transfer in a channel has been widely used to obtain computational simplicity and
sufficient accuracy. However, these approaches always require specific experimental tun-
ing so reducing their predictive capabilities. The feasibility of a computational fluid
dynamics three-dimensional (3D) model coupled to a surface chemistry solver is evalu-
ated in this paper as a tool to increase model predictivity then allowing the detailed study
of the performance of a catalytic converter under widely varying operating conditions.
The model is based on FLUENT to solve the steady-state 3D transport of mass, momen-
tum and energy for a gas mixture channel flow, and it is coupled to a powerful surface
chemistry tool (CANTERA). Checked with respect to literature available experimental
data, this approach has proved its predictive capabilities not requiring an ad hoc tuning
of the parameter set. Heat and mass transfer characteristics of channels with different
section shapes (sinusoidal, hexagonal, and squared) have then been analyzed. Results
mainly indicate that a significant influence of operating temperature can be observed on
Nusselt and Sherwood profiles and that traditional correlations, as well as the use of
heat/mass transfer analogy, may give remarkable errors (up to 30% along one-third of
the whole channel during light-off conditions) in the evaluation of the converter perfor-
mance. The proposed approach represents an appropriate tool to generate local heat and
mass transfer correlations for less accurate, but more comprehensive, 1D models, either
directly during the calculation or off-line, to build a proper data base.
�DOI: 10.1115/1.2709657�

Keywords: computational fluid dynamics, automotive catalytic converters, heat transfer,
mass transfer, detailed chemistry
Introduction
As automotive emission regulations become tighter and tighter,
ore efficient exhaust after-treatment devices are required to re-

uce engine tailpipe emissions under all operating conditions
1,2�. To this aim, monolith catalytic converters for spark ignition
ngines need to be improved in terms of performance which de-
ends on processes taking act on different time and space scales.
n fact, while the interaction with the engine exhaust system �e.g.,
nlet temperature or velocity profile� determines the overall
hermal-fluid-dynamic behavior, pollutant conversion depends on
urface heat and mass transfer occurring at the scale of a single
onolith channel. Proper efforts to increase catalyst performances

hould then proceed towards the improvement of efficiency of the
rocesses acting on the small scales as well as to the study of
closer integration between the engine and the whole exhaust

ystem.
Numerical modeling represents a powerful tool to drive the

atalytic converter development, and then, the availability of suit-
ble models related to each scale �referred as modeling levels� is
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AL OF HEAT TRANSFER. Manuscript received January 26, 2006; final manuscript re-

eived July 12, 2006. Review conducted by Sumanta Acharya.
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required. This usually leads to hybrid three-dimensional–one-
dimensional �3D–1D� numerical approaches by which the behav-
ior of the whole exhaust system �3,4� may be represented. Under
this scheme, the converter is described as an equivalent porous
medium with fluid-dynamic and chemical behavior similar to the
monolith. Local information are provided by coupling this equiva-
lent porous medium description to a detailed model of selected
channels located in representative regions of the converter. Either
plug flow �1D� or boundary layer �2D� approaches can be used to
describe the channel flow, where surface phenomena are taken
into account by mass and heat transfer correlations which may
however require ad hoc experimental tuning so reducing the
model predictive capabilities �5,6�.

Since both local geometry effects and surface reaction may
strongly influence mass and heat transfer, the choice of a proper
correlation becomes a crucial issue. Moreover, as far as recent
design solutions for monoliths are concerned, the channel shape is
also modified, exploiting the material characteristics �ceramic or
metal� to enhance transport phenomena �7� �e.g., helicoidal pro-
files for ceramic and guiding shovels for metal�. These effects
have also been recently pursued for other kinds of applications
such as air conditioning, electronics cooling, or biomedical de-
vices, by means of cross-corrugated arrangements �8� or dimples
�9�. For these new geometries neither standard correlations nor

analytic closures may be found to describe the transport process.

07 by ASME Transactions of the ASME
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he use of computational techniques could then be a valid ap-
roach to analyze the flow occurring into a given geometry �8,10�,
nd to characterize the channel behavior, namely heat/mass trans-
er performance and pressure losses.

In the present paper heat and mass transfer processes in the
hannel of an automotive catalytic converter have been analyzed
y means of a 3D computational fluid dynamics �CFD� approach
oupled to a tool describing detailed surface chemistry. The com-
ercial code FLUENT �11� has been coupled to a catalytic sur-

ace reaction mechanism for the conversion of nitric oxides �
Ox�, unburned hydrocarbons �HC�, and carbon monoxide �CO�.
urface chemistry has been solved by a specialized tool based on

he open access solver CANTERA, characterized by excellent per-
ormance in terms of computational cost �12�. The coupling of
FD and chemistry solvers allowed us to describe in detail the

nteraction between boundary layer development and surface
hemistry. The whole numerical tool has been used to provide
etailed channel-level information on thermal and pollutant spe-
ies profiles as functions of the most influencing parameters, such
s temperature and air/fuel ratio, without any preliminary tuning.
oreover, the influence of channel geometry on the converter

erformance has been analyzed proving the model capabilities to
valuate innovative solutions in terms of geometry, materials, and
echnology �13,14�.

Numerical Modeling
Numerical simulation tools are more and more utilized to de-

ign automotive catalytic converters and many efforts have been
pent so far to develop proper methods. Koltsakis et al. �3� and,
ore recently Pontikakis �4�, reported rather complete analysis of

he models available in literature identifying different approaches.
he performances of after-treatment systems are evaluated with

espect to reference driving cycles �e.g., the new European driving
ycle with an overall length of 10 km and a 1200 s duration�.
ybrid models �i.e., characterized by different levels of descrip-

ion and taking into account the real engine behavior� are the most
iffused ones to study these processes as they are able to manage
ong transient simulations together with rather detailed descrip-
ions of local phenomena. Such models are typically built as

odular frameworks �15�, where the singular modules are usually
haracterized as follows:

1. A transient, 1D model of the solid phase of the entire cata-
lytic converter �reactor level modeling�;

2. A quasi-steady 1D model of temperature and gas distribu-
tions into a representative channel �channel level modeling�;

3. A local 0D chemical scheme featuring a given set of reac-
tions �wash-coat level modeling�.

espite their simplicity, the previous models are rather effective
nce properly tuned for given geometry, substrate characteristics,
nd catalyst composition.

At channel level, heat and mass transfer �of a generic species, i�
ccurring between gas and wash-coat are taken into account by
eans of heat and mass transfer coefficients k and km,j, respec-

ively, by the following equations

�guz
�Yi�z�

�z
= �gkm,iGSA�Yi�z� − Yw,i�z�� �1�

�gcpuz
�Tg�z�

�z
= kGSA�Ts�z� − Tw�z�� �2�

and km,j depend on Nusselt and Sherwood number, which are
efined as Nu=kDh /�; and Shi=km,iDh /Di. Usually, these param-
ters are evaluated by general expressions, valid for simple geom-
tries and standard boundary conditions �e.g., constant wall

emperature/concentration or heat/mass flux� �16�

ournal of Heat Transfer
Nu = 3.66�1 + 0.095
Dh

L
PeH�0.45

�3�

Sh = 3.66�1 + 0.095
Dh

L
PeM�0.45

�4�

The above equations are valid for circular sections and constant
temperature/concentration boundary conditions. However, this
simple description does not take into account important phenom-
ena occurring in the real channel flow, such as the entry effect or
the influence of surface reactions on mass and energy transfer
processes �5�. Specific experimental data, such as light-off behav-
ior of the converter �17�, are then needed in advance, so reducing
the potential of numerical simulation.

On the contrary, a complete analysis of 3D flow into the chan-
nel coupled to a detailed description of the surface reaction allows
to evaluate the local behavior starting from the actually occurring
phenomena. Reliable correlations of mass and energy transfer
leading parameters may then be evaluated starting from detailed
channel analysis. This represents a viable solution to obtain a
more physical description which includes heat and mass transfer
and chemical kinetics. Parametric functions in the form Nu
=Nu�x ,y ,z , t� and Shi=Shi�x ,y ,z , t� may be derived from this de-
tailed analysis and could be used in a hierarchical numerical
framework. Moreover, by in this way, the model would also be
capable of directly taking into account the section shape influence
on the converter performance and the presence of the porous
wash-coat which affects species diffusion �18�.

The presented 3D model is based on two main modules, one
describing the surface processes �e.g., absorption of reacting spe-
cies on the active sites in the wash-coat; their reaction and back
diffusion in the bulk gas� and the other taking into account
thermal-fluid dynamics of the exhaust in the monolith channel.
The two modules are separately described in the following
subsections.

2.1 The General Fluid Dynamic Problem. Steady-state flow
equations for a 3D single channel are solved for a perfect-gas
mixture representing the main composition of internal combustion
engine exhaust: the mixture includes eight species �O2, N2, CO2,
CO, NO, C3H6, H2, and H2O�:

Mass

� · �u = 0 �5�

Species

� · �Yiu − � · ��Di�Yi� = 0 �i = 1, . . . ,Ng� �6�

Momentum

� · ��u � u − ��u� = − ��p +
2

3
�� · u� �7�

Enthalpy

� · ��uh − ��T� = 0 �8�

Only surface reactions are implemented into the model, whereas
bulk reactions are not expected due to the limited concentration of
reacting species. Accordingly, chemical source terms are taken
into account via channel surface boundary conditions. Standard
boundary conditions are imposed at the channel inlet �velocity,
temperature, and species mass fraction array� and at the channel
outlet �developed flow, atmospheric static pressure�. A schematic
of the flow domain is provided in Fig. 1 to further clarify bound-
ary conditions assignment.

The equations have been solved by means of the commercial
finite volume CFD code FLUENT 6.2, which allows to easily
manage the fluid dynamic equations for ideal gas mixtures and the
related thermodynamic and transport properties as functions of

composition and temperature.
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2.2 Surface Chemical Reactions. The overall reactions oc-
urring into three way converter may be summarized by the fol-
owing global mechanism

CO + 1/2O2 → CO2

CaHb + �a + b/4�O2 → bCO2 + a/2H2O

CO + NO → CO2 + 1/2N2 �9�

nfortunately, no reliable simplified rate laws for such a mecha-
ism exist �19�. In this work, the detailed chemistry approach has
een instead adopted to overcome this lack of accuracy. Following
his approach, each reaction of the global mechanism has been
eplaced by a number of elementary steps to the aim of better
escribing the actual reaction paths.

The detailed mechanism has been derived by Ref. �20�, and it is
omposed by 61 elementary reactions involving 31 species �eight
n the gas mixture, 23 in the surface adsorbed phase�. Surface
pecies are furthermore divided into platinum-adsorbed and
hodium-adsorbed ones. Further details on the mechanism and
inetic parameters may be found in Refs. �20,21�.

Some simplification hypothesis are taken into account not to
ake the chemical computational effort more difficult. In

articular:

1. OH adsorption and desorption are not taken into account.
OH therefore appears only as a surface species, neglecting
the contribution of OH into the exhaust gas;

2. N2O production is not taken into account in the mechanism
as typical operating temperatures are relatively high. N2O in
fact plays a role at lower temperatures �22�;

3. NO2 is not considered in the exhaust. This hypothesis is
certainly confirmed for rich and stoichiometric mixtures; it
is retained acceptable also for lean mixtures;

4. C3H6 is considered as representative of the THC. C3H6 in
fact should only represent the easily oxidizing HC �“fast”
HC�, which however includes the major part of the total
amount of HC �15�.

The local status of the catalytic surface is described by tempera-
ure, gas species molar fractions on the wall, and surface coverage
i of each adsorbed species. �i is defined as the ratio of occupied
ites by species i to the totally available sites per surface area �.
urface coverages follow the fundamental property

�
i=1

Ns

�i = 1 �10�

here Ns represents the total number of surface adsorbed species,
nd are independently defined for Pt and Rh sites.

Elementary steps reaction rates per unit volume �gas phase� and
˙

Fig. 1 Schematic of channel boundary conditions
er unit area �surface adsorbed phase� si are modeled by Arrhenius

38 / Vol. 129, APRIL 2007
laws. Kinetic data for the specific set of reactions are taken from
literature, and include competitive adsorption and desorption on
platinum and rhodium catalytic sites �23�

ṡi = �
k=1

Ks

�ikkk
�s� �

j=1

Ng+Ns

csj
�ik� i = 1, . . . ,Ng + Ns �11�

In Eq. �11� the rate coefficient kk
�s� is modeled by an extension of

the classical Arrhenius law to take into account the additional
dependence on surface coverages

kk
�s� = AkT

�k exp�−
Ea,k

RT
��

i=1

Ns

�i
�i,k exp�	i,k�i

RT
� �12�

The rate coefficient of adsorption reactions is defined in the stick-
ing form �24�

kk
�s� = Si

�0� 1

�

	 RT

2�Mi
�13�

CANTERA has been selected as chemical solver to evaluate reac-
tion rates of gas species and the associated heat release in any
position of the channel wall, once the local thermodynamic state
�temperature and molar fractions� is defined. The chemical solver
therefore iterates until the steady-state condition is reached for
each surface species coverage

��i

�t
= 0; i = Ng + 1, . . . ,Ng + Ns �14�

The corresponding gas species molar sources per unit volume ṡi
are evaluated and constitute the flux boundary conditions for spe-
cies 3D transport equations, by means of the following equation

�iFcat/geoṡiMi = ji i = 1, . . . Ng �15�
Stefan velocity contribution in Eq. �15� is neglected as the prob-
lem is solved under steady-state hypothesis. The effectiveness fac-
tor allows to take into account diffusion into the wash-coat, and it

is defined as �i= s̄̇i / ṡi, where s̄̇i is the mean surface reaction rate
into the porous structure. It can be analytically calculated in terms
of �i=tanh�� /,  being the Thiele module which depends on
the wash-coat parameters �24�. Although thicker wash-coats may
not be suitable �24�, the effectiveness factor approach has been
preferred instead of the solution of the complete diffusion prob-
lem. The examined wash-coats are 100 �m �4 mil� thick and less,
so the proposed mean surface reaction rate expressions may be
retained to be valid since homogeneous wash-coat coverage and
temperature fields are assumed to occur over the thickness under
that hypothesis.

Heat released by heterogeneous chemistry is added to the gas
phase by imposing an equivalent heat flux as boundary condition
at the gas–solid interface using the following relation

Shet = �
i

Ng

hi
FORMRi

het �16�

where Shet represents the heat flux of enthalpy on the boundary.

2.3 Computational Details. As already mentioned, chemical
source terms are calculated by using the specialized open source
solver CANTERA. A procedure able to couple the CFD solver
FLUENT to the surface chemistry solver has then been developed.
CANTERA, an efficient stiff-equation chemical solver, allows to
easily manage species reaction rates and remarkably reduce com-
putational effort with respect to traditional chemical solvers.
Moreover, the use of CANTERA allowed us to parallelize the
chemical computation.

In fact, since the local chemical problem solving requires a
large computational effort in terms of time, the computational
grid, constituted by a number of approximately 15,000 wedge

cells with an average grid spacing of 0.13 mm, has been split into
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everal partitions to minimize the overall computational time. The
ndependence of local chemical problem on the neighbor informa-
ion, and the different computational time required to solve chem-
stry and fluid dynamics, allowed to get to obtain a great advan-
age from such a procedure by means of a chemical
arallelization. Results in terms of speedup are presented in Fig. 2
hich refers to a four node Pentium IV 3.0 GHz linux cluster.
A channel computation takes about 7 s CPU time per iteration.
rather high number of iterations �around 2000� is required to

each the steady-state solution as the appearance of significant
ource terms requires the use of an under-relaxing factor on the
rder of 0.5 for species and energy transport equations.

The chemistry related computational effort is around ten times
he fluid-dynamics characteristic one. This may be interpreted as
he extra cost to increase the model predictivity.

Grid independence has been evaluated by halving the grid spac-
ng until a variation of less than 4% in Nu and Sh numbers pre-
iction has been found.

Discussion of Results
The model has been first tested with respect to literature avail-

ble experimental data. Once predictive capabilities have been
ssessed, the model has been used to analyze the influence of
hannel section shape on mass and heat transfer processes.

3.1 Numerical Model Validation. Experimental data re-
orted in Ref. �25� refer to a Pt/Rh three-way catalyst impreg-
ated on �-Al2O3 and supported by a common square section
ordierite monolith. The converter has a channel density of 400
PSI, and it is put into an isothermal laboratory-scale tube reactor

diameter of 22 mm and length of 29 mm�. Further parameters are
rovided in Table 1.

Operating conditions have been largely varied in terms of air/
uel ratio �ox, defined as

�ox =
XNO + 2XO2

XCO + 9XC3H6

�17�

his parameter has been set equal to 0.5, 0.9, and 1.8 referring,
espectively, to rich, near-to-stoichiometric, and lean conditions. A
ather large inlet temperature variation ranging from
00°C to 600°C has been simulated, allowing a complete test of
he model performance under kinetic limited �low temperature�,

ass limited �high temperature�, and intermediate regimes. Poor
onversion is expected at low temperatures in the kinetic limited

ig. 2 Computational time speed-up as a function of the num-
er of employed nodes
egime and vice versa at high temperature where mass transfer
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limited conditions are reached.
The species conversion efficiency ��CONV� is used as reference

parameter for comparison with experiments. Results are reported
in Figs. 3�a�–3�c� for the �ox=0.9 condition. High-temperature
efficiencies are very well predicted by the model, since error lies
under 5%. At intermediate temperatures, however, both CO and
NO conversion efficiencies are underestimated, whereas C3H6 is
overestimated. The model performance may nevertheless be con-
sidered good as the temperature range is rather wide and no pre-
liminary tuning has been performed.

For lean conditions ��ox=1.8� a rather different behavior can be
observed in Fig. 3�d�. The excess of available O2 gives a maxi-
mum efficiency at 630 K. Despite the more complex physical be-
havior, the model still proves to be able to capture the main char-
acteristics of the involved phenomena.

Similar results can be observed for rich mixtures ��ox=0.5� as
far as CO and NO are concerned. In those conditions, the model
instead gives poor prediction of C3H6 conversion �Fig. 3�e��; the
proposed mechanism fails under the rich regime as C3H6 probably
follows a different reaction path, involving a wider variety of
adsorbed chemical species which should be included.

According to the previous discussion, the model can be consid-
ered reliable as an analysis tool for heat and mass transfer pro-
cesses under surface reacting conditions.

3.2 Analysis of Different Channel Sections. The perfor-
mance of different channel sections, namely sinusoidal, squared,
and hexagonal, have then been analyzed using the model. Differ-
ent section shapes basically reflect the use of different support
materials �sinusoidal for metallic, squared and hexagonal for ce-
ramic�. Accordingly, several wall thicknesses �2 mil for metallic
and 4 mil for ceramic� have also been chosen as representative of
common applications. The operating conditions refer to engine-
realistic values �200 kg/h flow rate� with regard to 400 cells per
square inch �CPSI� cell density 63 mm long three-way catalyst
channels.

A detailed description of the section parameters and operating
conditions are provided in Tables 2 and 3. To further increase the
significance of the test, the influence of wash-coat on the section
shape also has been considered �26�. All other parameters assume
the same values as reported in Table 1 except for air/fuel ratio,
which has been kept constant and equal to 0.9.

Section-averaged Nusselt number trends have been investigated
as representative of heat transfer nondimensional behavior for all
the sections, as reported in Fig. 4. The influencing effect of sur-
face reaction on heat and mass transfer has been initially evalu-
ated with respect to the solutions of the Graetz–Nusselt problem
�i.e., constant wall temperature and heat flux as boundary condi-

Table 1 Experimental/numerical validation operating
conditions

Property Value

Pt/Rh composition 5:1
Noble metal loading 50 g/ ft3
Active catalytic surface 28 m2/g
Fcat/geom

70
Site density � 2.72�10−9 mol/cm2

Single channel diameter 1 mm
Single channel length 29 mm
Inlet velocity at 25°C, 1 atm 1.35 S m/s
Inlet � 0.5; 0.9; 1.8
Washcoat thickness 4 mil
Washcoat tortuosity 3
Washcoat porosity 27.9%
Pore mean diameter 12.29 nm
Washcoat surface/volume ratio 7.77�10−5 m−1
tions for energy equation�. The overall profiles show the charac-
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5

eristic behavior with a significant entry effect �1 cm long about
or all sections, which agrees with an entry length ze evaluated by
ze /Dh� / �ReD /Pr�
0.05 �27��, and then an asymptotic value.
owever, it can be observed that surface chemistry radically

hanges the wall heat transfer mechanism. In fact, for moderate
emperatures �600 K�, the constant-heat-flux behavior is approxi-

ately followed, whereas a constant temperature can be observed
or higher temperatures �800 K� �28�. Intermediate temperatures,
orresponding to light-off conditions, give intermediate results as
ar as the asymptotic value is concerned, and also a marked
hange of heat transfer mechanism near the entrance region �29�.
his phenomenon is particularly relevant for squared and hexago-

Fig. 3 Comparison between experimental and computed c
al sections and leads to a deviation of up to 30% with respect to

40 / Vol. 129, APRIL 2007
Table 2 Operating conditions for different sections analysis

Property
Value

�common to all sections�

Pt/Rh composition 5:1
Noble metal loading 50 g/ ft3
Active catalytic surface 28 m2/g
Fcat/geom

70
Site density � 2.72�10−9 mol/cm2

Single channel length 63 mm
Inlet � 0.9
Washcoat tortuosity 3
Washcoat porosity 27.9%
Pore mean diameter 12.29 nm
Washcoat surface/volume ratio 7.77�10−5 m−1
Transactions of the ASME
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tandard correlations along one-third of the whole channel.
This behavior can be explained observing the section-averaged

ulk-temperature trends for the different sections �Fig. 5�. For
00 K inlet temperature, the occurrence of an approximately lin-
ar temperature trend can be observed, that can be related to a
onstant heat-flux boundary condition as far as the mixture spe-
ific heat does not remarkably vary; at 650 K, instead, a sudden
emperature rise in the central region of the channel may be ob-
erved, which is more evident for hexagonal and squared sections;
his occurrence gives rather large wall-bulk gradients which in
urn mean high Nusselt numbers. As far as higher temperatures
re approached �800 K�, reaction rates become higher and there-
ore a sudden temperature increase may be observed in the en-
rance region. In this case, higher reaction rates are also expected
hich in turn determine higher species consumption rates. Tem-
erature trends towards the end of the channel have then the ten-
ency to flatten for lack of reactants: this can explain the reason
hy Nu distribution is closer to constant wall temperature condi-

ions for higher inlet temperatures.
The local heat transfer capabilities can be evaluated, by the 3D
odel, by defining the local surface Nusselt number

Table 3 Main parameters for different sections analysis

ection parameters Sinusoidal Squared Hexagonal

PSI 400 400 400
upport thickness �mil� 2 4 4
ashcoat thickness �mil� 1 1 1
pen frontal area 0.8 0.725 0.763

nlet velocity �m/s� 9.53 10.5 10
Fig. 4 „a… Sinusoidal; „b… squared; and „c… h

ournal of Heat Transfer
�Nu�x,y,z��w =

� �T

�n
�

w

Dh

�T�x,y,z��w − Tbulk�z�
�18�

where Tbulk represents the section bulk temperature; its analysis is
important to optimize the section shape and get the best perfor-
mance in terms of heat and mass transfer.

Nusselt number distributions in the outlet region �correspond-
ing to developed conditions� are reported in Fig. 6 for 650 K inlet
temperature and all the sections: it can be observed that, in any

Fig. 5 Bulk temperature axial profiles for all sections and op-
erating conditions
exagonal section Nusselt number trends
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ase, the section heat transfer characteristics are rather inhomoge-
eous, whereas efficiency �related to the local Nusselt number�
eavily depends on local surface curvature. The sinusoidal section
xhibits the highest deviation from the mean value, while the
exagonal, whose wash-coated section appears similar to the cir-
ular one, presents the most regular one.

The local Nusselt number distribution along the section perim-
ter is reported in Fig. 7�a�–7�c�, whose reference frame is

ig. 6 Wall Nusselt distribution: „a… sinusoidal; „b… squared;
nd „c… hexagonal section, 650 K
ketched in Fig. 7�d�. It may be observed that Nu is unevenly

42 / Vol. 129, APRIL 2007
Fig. 7 Wall Nusselt number profiles for „a… sinusoidal; „b…
squared; and „c… hexagonal sections, 650 K; „d… perimeter
definition
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istributed along the perimeter. This information may be useful to
dentify the key section design parameters which influence its heat
nd mass transfer characteristics. The role of section corners can
lso be highlighted in these pictures, as Nu profiles get minimum
alues in those regions. With respect to this general trend, the
inusoidal section shows a different behavior near the channel
nlet. Within the development length, in fact, Nu profile shows a

ore homogeneous behavior which results in a higher average
u. The previous observations may be better understood if the

ctual heat flux distributions �Figs. 8�a�–8�d�� are analyzed. In
act, a very effective heat exchange can be observed for the sinu-
oidal section at the inlet �Fig. 8�b��, whereas only downstream of
he entry length the more inhomogeneous Nu distribution influ-
nces heat flux in the corners. However, the latter effect takes act

Fig. 8 Wall heat flux: „a… sinusoidal; „c… squared; „d… hexag
here temperature and mass fraction gradients between the wall

ournal of Heat Transfer
and the bulk are already diminished and, consequently, plays a
minor role. The above mentioned phenomenon allows the sinu-
soidal section to obtain the fastest bulk temperature trend, as re-
ported in Fig. 9 where the practically coincident behavior of the
hexagonal and square can also be observed. Similar conclusions
could be drawn for other operating conditions.

Another important consideration on the influence of surface
chemistry can be finally observed. Following the heat/mass trans-
fer analogy �27�, these processes are governed by dimensionless
equations of the same form as far as constant heat �mass� flux or
temperature �concentration� boundary conditions can be assumed
on the wall. While at low temperatures heat/mass transfer analogy
is almost confirmed, showing that Nu and Shi numbers can be

al sections, 650 K; „b… entrance detail of sinusoidal section
on
related by an equation of the following form
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Nu

Shi
= � Pr

Sci
�m

�19�

here m is a positive exponent less than 1 �27�, at higher tem-
eratures, boundary conditions must take into account the surface
hemistry and cannot then be described by a simple constant flux/
oncentration hypothesis. In Fig. 10�a�, as an example, squared
ection Sh profiles with respect to CO, C3H6, and NO are reported
nd compared to Nu number for 600 K inlet operating conditions.
he similarity of the profiles is evident here, which means that the
nalogy is satisfied for this operating condition; the shift between
h and Nu depends on the examined species Lewis number �Lei

Sci /Pr� which assumes an approximately 1 value for CO and
O and 1.6 value for C3H6.
At higher temperatures, Nu and Sh deviate from Eq. �19�:

quared section Nu and Sh numbers are again plotted in Fig. 10�b�
or 650 K operating conditions, where a lack of similarity is evi-
ent. That lack of similarity is further put into evidence in Figs.
0�c�–10�f� where profiles of bulk temperatures and pollutant spe-
ies mass fractions are reported for the same operating condition.

Results in terms of pollutant outlet fractions �defined as
-�CONV� are finally summarized in Fig. 11. Almost coincident
symptotic values can be observed as temperature goes up: under
hese conditions flow residence time is definitely higher than
hemical conversion time. Conversely, at intermediate tempera-
ures, where characteristic times are comparable, the more effi-
ient heat and mass transfer characteristics of sinusoidal section
llow to get better performance under the overall temperature
ange.

On the basis of the previous results it can be concluded that
tandard correlations, where available, are not always reliable for
redicting heat and mass transfer parameters for intermediate tem-
erature operating conditions under reacting conditions. The use
f a detailed numerical tool has proved to allow the evaluation of
he characteristics of given sections, and directly determine their
erformances in terms of species conversion efficiency.

onclusions
A numerical analysis has been conducted to study heat and
ass transfer processes in the channels of a three-way catalytic

onverter. The main purpose of the analysis has been the evalua-
ion of the influence of surface reactions on these processes with
espect to different channel geometries. To this aim, a 3D descrip-
ion of the flow field into the channel has been coupled to a de-
ailed surface chemistry reaction mechanism describing the con-

Fig. 9 Bulk temperature trend for all sections, 650 K
ersion of gaseous pollutants �HC, NOx, and CO� on a Pt/Rh
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catalyst. The model has proved to be sufficiently predictive with
regard to lean to stoichiometric operating conditions in the whole
temperature range and it has been used as a basic design tool to
evaluate different channel designs.

Sinusoidal, squared, and hexagonal shapes have been selected
to represent different support materials and technologies: they
have been analyzed to compare their performances in terms
of heat and mass transfer capabilities, measured by Nu and Sh
distributions.

Results mainly indicate that:

1. Heat and mass transfer characteristics are remarkably differ-
ent for the different sections, and mostly depend on wall
temperature and gaseous species concentration distribution;

2. Section averaged Nu and Sh profiles for reacting flows as-
sume approximately intermediate trends between constant
heat flux and constant temperature. By increasing operating
temperature, the wall constant temperature conditions are
reached although some differences can still be observed in
terms of entrance length;

3. Nu �Sh� along the section perimeter has a rather inhomoge-
neous profile. The sinusoidal section is particularly prone to
this effect. The sections corners constitute, especially for
that section, low-efficiency heat transfer zones as far as the
asymptotic behavior is concerned; conversely, in the en-
trance region the corners remarkably contribute to the sud-
den temperature increase;

4. Despite the nonuniform Nu �Sh� local distribution, the sinu-
soidal section showed the best performance in terms of heat
exchange and pollutant conversion in all conditions;

5. Sh can be computed following heat and mass transfer anal-
ogy as far as constant flux and mass fraction boundary con-
ditions may be taken as representative; on the contrary, mass
transfer behavior deviates from the Nu trend since a nonlin-
ear relation exists between energy and mass equation bound-
ary conditions.

On the basis of these results, the proposed approach may represent
an effective way to study heat and mass transfer processes in the
channels of a catalytic converter and can also be used to generate
basic correlations for Nu and Sh numbers with no requirements of
experimental data needed for the parameter set estimation.

Nomenclature
A � transversal channel section, m2

Ak � reaction k Arrhenius pre-exponential coeffi-
cient, mol cm s

c � concentration, mol/m3, mol/m2

cp � constant pressure specific heat, kJ/kg K
CFD � computational fluid dynamics
CPSI � cells per square inch

Dh � hydraulic diameter �4A / P�, m
Di � species i mass diffusivity, m2/s
Ea � activation energy, kJ/mol

Fcat/geo � catalytic versus geometrical surface ratio
GSA � geometric surface area per unit reactor volume,

m2/m3

h � enthalpy, kJ/kg
HC � hydrocarbons

j � diffusive flux, kg/m2 s
kk � reaction k Arrhenius coefficient, mol cm s
k � convection coefficient, W/m2 K

km,i � species i convection mass transfer coefficient,
m/s

L � channel length, m
Lei � Species i Lewis number �Sci /Pr�

m � constant

mil � one thousandth of an inch, 2.54E-5 m
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N � total number �species, reactions�
M � molecular weight
n � outward surface normal

NEDC � New European driving cycle
Nu � Nusselt number, kDh /�

p � pressure, Pa
P � section perimeter, m

PeH � heat Péclet number, �L /�
PeM � mass Péclet number, �L /D

Pr � Prandtl number, �cp /k
Ri

het � species i reaction rate per unit surface, kg/m2 s
R � universal gas constant, J/kmol K
˙ 2

Fig. 10 Squared section Nusselt and Sherwood numbers „„a
mass fractions, 650 K „c…–„f…
s � molar reaction rate per unit surface, kmol/m s

ournal of Heat Transfer
S � adsorption/desorption sticking coefficient
Shet � enthalpy surface heat flux, W/m2

ReD � Reynolds number ��uDh /��
Sci � species i Schmidt number �� /Di�
Shi � species i Sherwood number �km,iDh /D�

t � time, s
T � Temperature, K

THC � total hydrocarbons
u � velocity, m/s
X � molar fraction
Y � mass fraction
z � axial coordinate, m

z � entry length, m

00 K and „b… 650 K…; bulk temperature and pollutant species
… 6
e
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reek Symbols
�, � � kinetic coefficients

	i � kinetic coefficient, kJ/mol
� � effectiveness factor

�CONV � species conversion efficiency
�i � species i surface coverage
� � thermal conductivity, W/m K

�ox � air fuel ratio
� � dynamic viscosity, kg/ms

ig. 11 „a… CO, „b… NO, and „c… C3H6 conversion efficiencies for
ll sections and operating conditions
� � stoichiometric coefficient

46 / Vol. 129, APRIL 2007
�� � order coefficient
� � gas density, kg/m3


 � number of occupied adsorption sites of species
i

� � site density, mol/m2

 � washcoat Thiele module

Subscripts and superscripts
FORM � formation

i � ith chemical species
k � kth chemical reaction
g � gas phase
s � solid-gas interface

w � wall
z � z component
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Numerical Studies on Channel
Formation and Growth During
Solidification: Effect of Process
Parameters
In the present work, solidification of a hyper-eutectic ammonium chloride solution in a
bottom-cooled cavity (i.e. with stable thermal gradient) is numerically studied. A Ray-
leigh number based criterion is developed, which determines the conditions favorable for
freckles formation. This criterion, when expressed in terms of physical properties and
process parameters, yields the condition for plume formation as a function of concentra-
tion, liquid fraction, permeability, growth rate of a mushy layer, and thermophysical
properties. Subsequently, numerical simulations are performed for cases with initial and
boundary conditions favoring freckle formation. The effects of parameters, such as cool-
ing rate and initial concentration, on the formation and growth of freckles are investi-
gated. It was found that a high cooling rate produced larger and more defined channels
which are retained for a longer durations. Similarly, a lower initial concentration of
solute resulted in fewer but more pronounced channels. The number and size of channels
are also found to be related to the mushy zone thickness. The trends predicted with regard
to the variation of number of channels with time under different process conditions are in
accordance with the experimental observations reported in the literature.
�DOI: 10.1115/1.2709660�

Keywords: solidification, channels, process parameters, numerical simulation
Introduction
During solidification of a binary substance, the melt interacts

ith the mush and its diffusion layer both solutally and thermally,
esulting in a situation where both temperature and solute concen-
ration gradients play significant roles. These gradients lead to
onvection due to thermal and solutal buoyancy in both mushy
nd liquid regions, resulting in double-diffusive convection.

The physical issues pertaining to any solidification process gen-
rally depend on the externally imposed boundary conditions and
he initial concentration of the binary substance. In the case of a

elt cooled from below, the fluid layer is always thermally stable,
nd hence a thermal-buoyancy driven flow does not occur. How-
ver, if the thermally stable system rejects a lighter residual upon
olidification, the situation leads to density inversion. Such inver-
ions are generally unstable and can give rise to finger type, so-
utally driven convection which leads to the formation of channels
n localized regions of the mushy layer, known as freckles. The
ormation of channels within a casting represents a severe form of
acrosegregation �1�, since the composition and crystalline struc-

ure of solid, which ultimately forms within the channels, differs
ignificantly from those of the surrounding solid regions.

The defects caused by freckles in alloy castings, along with the
nteresting fluid mechanical phenomenon associated with their
ormation �2�, have attracted the attention of various researchers
n the past. Many experimental studies have been made to better
nderstand the conditions of freckles initiation and characteristics
3–10�. The experimental work cited above mainly focused on the
easurement of liquid fraction �3�, temperature �4�, concentration

6�, and flow field �7�. All the above investigations report obser-
ations and explain the phenomena associated with freckles for-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 11, 2006; final manuscript

eceived October 13, 2006. Review conducted by Jayathi Murthy.

48 / Vol. 129, APRIL 2007 Copyright © 20
mation. Means to offset the naturally induced fluid motion have
also been investigated �8–11�. Tan et al. �10� and Tan �11� studied
experimentally the effect of base plate temperature, initial concen-
tration, inclination angle of the cavity, and vibration on freckle
formation. The complex convection phenomena occurring during
freckle formation represent a formidable challenge for numerical
simulation. Neilson and Incropera �12� numerically simulated so-
lidification in a bottom-chilled cavity under conditions for which
large-scale convection results from a compositionally induced
density inversion in the mushy region. It was observed that chan-
nel growth is predicted to begin at the liquidus front and, due to
localized freezing point depression, propagated downward toward
the chill plate. Since then, numerous studies have been performed
to simulate and predict freckling in upward directional solidifica-
tion �13–19�. Felicelli et al. �13� simulated channel formation in
directional solidification of Pb–Sn alloys in two dimensions. Neil-
son and Incropera �14� performed three-dimensional simulations
of channel formation. Three-dimensional simulations have also
been performed by Felicelli et al. �15� for binary alloys. Some
numerical studies were carried out to model the macrosegregation
and freckle channel segregates formation during the directional
solidification of super alloy casting by Schneider et al. �16�. In
their work, a model for the fragment movement and remelting was
developed that pertains to realistic conditions involving a multi-
component Ni-based superalloy. Sarazin and Hellawell �17� stud-
ied channel formation in Pb–Sn, Pb–Sb and Pb–Sn–Sb alloy in-
gots and compared the results with the NH4Cl–H2O system. A
Rayleigh number based criterion was developed for predicting the
formation of freckles in Pb–Sn alloys by Bergman et al. �18� and
more recently by Beckermann et al. �19� for Ni-base superalloy
castings. Detailed mesh spacing sensitivity studies have been per-
formed by Sung et al. �20� for two-dimensional simulations of
freckle formation in upward directional solidification.

Although there are numerous numerical studies on freckle for-

mation reported in the literature, systematic studies on the effects

07 by ASME Transactions of the ASME
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f various parameters on the mechanism of plume formation and
he conditions leading to freckle formation are relatively few.

ost of the literature on freckles formation �13–20� focused
ainly on predication of freckles formation in the mushy zone.
owever, few studies have been is reported with regard to param-

ters �such as cooling rate, growth rate of the mushy zone, and
nitial concentration of the system� affecting the mechanism of
lume growth, leading to formation of freckles, their evolution,
nd the variation of number of channels with time. In this context,
here have been some recent experimental studies by Tan et al.
10� and Tan �11� on the effect of base plate temperature, initial
oncentration, inclination angle of the cavity, and vibration on
reckle formation. These studies attempt to relate the time evolu-
ion of channels and their thickness and depth to the parameters

entioned above. However, there is a need for a comprehensive
nd systematic numerical study on the effect of various param-
ters on the freckles formation mechanism which can also support
he experimental observations reported in Tan et al. �10,11�. The
resent numerical study is based on the establishment of a Ray-
eigh number based criterion to determine the conditions favorable
or freckles formation, leading to the identification of some rel-
vant physical parameters. Numerical studies are performed with
egard to the general trend of freckle formation, and its sensitivity
o various process parameters. The findings from the present nu-

erical studies are in accordance with those of experimental re-
ults �10,11�. The numerical studies also provide insight into the
hysics involved in the formation, growth and destruction of
hannels.

The Model System and Physical Issues
The model system for the present study consists of a rectangu-

ar cavity of height H and width H /A �where A is aspect ratio�,
lled with a hyper-eutectic binary solution of aqueous NH4Cl. A
chematic diagram of the model is shown in Fig. 1. At the start of
he solidification experiment, a temperature gradient, G, is im-
osed across the height of the cavity, such that the temperature
ncreases linearly from the bottom wall to the top wall. The side
alls of the cavity are insulated. Cooling is achieved by lowering

he temperatures of the top and bottom walls of the cavity at a
onstant rate, r, such that the overall temperature gradient is main-
ained across the height of the cavity.

The configuration described above will lead to directional so-
idification from the bottom, once the bottom wall temperature
alls below the liquidus temperature. From a heat transfer point of
iew, the bottom cooled fluid layer is thermally stable. However,
pon solidification from the bottom surface, the hyper-eutectic
olution will reject water at the interface due to partitioning. The
ighter solute �i.e., water� released at the interface will cause a
ensity inversion, leading to the possibility of solutally driven
lume convection.

Since plumes are a prerequisite for channel formation, we

Fig. 1 Problem domain with initial and boundary condition
ould first like to determine a criterion for their formation. The

ournal of Heat Transfer
condition for the onset of plumes is generally based on the clas-
sical Fleming’s criterion �21� which states that for plumes to form,
the interdendritic fluid velocity, V, should be greater than the iso-
therm velocity, R �which refers to the growth rate of the mush�. In
other words, the criterion is

V

R
� 1 �1�

If we assume that the velocity in the mushy region follows Dar-
cy’s law, the magnitude of V can be expressed as

V =
��gK

�f l
�2�

where K is the permeability, f l is the liquid fraction, and �� is the
net density gradient which can be expressed as

�� =
�� − �0�

�0
= �1�C − C0� �3�

In Eq. �3�, C is the liquid concentration, C0 is a reference concen-
tration, and �1 is the effective expansion coefficient which can be
expressed as

�1 = �s − �T/m �4�

where m=dC /dT is the slope of liquidus line in the phase dia-
gram. Substituting the expression for velocity in Eq. �2� and
choosing a length scale, l, as D /R, where D is the species mass
diffusivity in the liquid and R is the growth rate, Eq. �1� takes the
following form

��gK

�f lD
l � 1 �5�

The left hand side of Eq. �5� is a nondimensional expression re-
sembling a Rayleigh number, which can be defined in the present
context as

Ra =
��gK

�f lD
l �6�

The Rayleigh number in this case is a function of concentration,
liquid fraction, permeability, growth rate of mushy layer, and ther-
mophysical properties. Accordingly, using Eq. �5�, we can define a
critical Rayleigh number, Racr=1, for onset of plumes.

The Rayleigh number, defined above, measures the ratio of the
driving buoyancy force to the retarding frictional force associated
with the permeability of the mush. It is a function of several
parameters as given in Eq. �6�. This kind of criterion includes all
factors governing channel formation, i.e., permeability, physical
system, alloy properties, and processing parameters. However,
one of the ambiguities in this kind of criterion, as discussed in the
literature �17–19�, lies in the definition of the length scale in Ray-
leigh number. In the present definition of Ra number, the length
scale �l� involves mass diffusivity instead of thermal diffusivity.
The reason for selecting solutal diffusivity is obvious, as the so-
lutal gradient is the driving force for the channels in the thermally
stable vertical solidification system.

2.1 Key Parameters Affecting Freckle Formation. The
Rayleigh number definition includes density gradient as a driving
force for the plumes which, in turn, depends on the local concen-
tration gradient in the direction of plume growth �C−C0�. Now,
the role of local concentration gradient in determining the plume
growth depends on the initial condition �concentration and tem-
perature� of the system. Further initiation of plumes depends upon
the growth rate of the mush �R�, which, in turn, depends on the
cooling temperature and the applied heat extraction rate �r=GR�,
where r and G are cooling rate and temperature gradient, respec-
tively. After plumes are initiated, their growth depends on the
resistance offered by the mush, i.e., permeability of the mush �K�.

Permeability is a complex parameter, which depends on the local
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iquid fraction �f l� and the dendritic arm spacing �d1� �22�.
From the preceding discussion, it is apparent that the plume

ormation and their growth are dependent on several interlinked
arameters which finally affect the formation of channels in the
ushy zone. The Rayleigh number, defined in Eq. �6� in terms of

rocess parameters and thermophysical properties, can hence be
sed to arrive at the conditions favoring freckle formation. To
ppreciate this methodology, we have plotted the Ra number ver-
us each parameter �used in Ra number definition�, by keeping
ther parameters constant, for an aqueous ammonium chloride
olution. Each plot will give us the range of parameters determin-
ng freckle formation, based on the critical Ra number criterion
Eq. �6�� of plume formation.

Figure 2 shows a plot between Ra number and concentration

Fig. 2 Variation of Ra number with
of plume growth for R=6Ã10−6 m/s,

Fig. 3 Variation of Ra number with

=7.7 K/mm, r=0.046 K/s

50 / Vol. 129, APRIL 2007
gradient in the direction of plume growth, for different values of
liquid fraction. The maximum value of concentration gradient to
be used, �Ce−C0�, comes from the chosen initial condition of the
system �Ci=0.68� and the reference concentration �C0=Ce

=0.793�. Figure 2 shows that for lower liquid fraction, a higher
concentration gradient is required for freckling to take place. The
same conclusion can be drawn from Fig. 3, which shows a plot
between Ra number and liquid fraction for different concentration
gradients.

Figure 4 depicts a plot between Rayleigh number and concen-
tration gradient for different growth rates, R. Here, growth rate is
controlled by the cooling rate �r=GR� applied. This plot shows
that higher growth rates will require more concentration gradients

centration gradient in the direction
7.7 K/mm, r=0.046 K/s

uid fraction for R=6Ã10−6 m/s, G
con
liq
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or plume initiation. In other words, high growth rates makes
hanneling less probable, the same conclusion as stated in Flem-
ng’s criterion �21�.

Figure 5 shows a plot between Rayleigh number and concen-
ration gradient, for different values of Schmidt number, Sc. This
ariation of Sc refers to different alloy systems. Figure 5 shows
hat for high Schmidt number alloys, plumes are more likely to
orm, and hence they are more prone to freckling. It can be ob-
erved from the plot that the NH4Cl–H2O system, with Sc=250,
ill require less concentration gradient for driving the plumes,

ompared to the Pb–Sn system �with Sc=62.5�.
Based on the Rayleigh number criterion established above and

Fig. 4 Variation of Ra number with
of plume growth for different growth
fl=0.85, r=0.046 K/s…

Fig. 5 Variation of Ra number with
of plume growth for different Sc nu

=0.85, r=0.046 K/s…

ournal of Heat Transfer
its dependence on various parameters, it is possible to choose
initial and boundary conditions favoring freckle formation. Para-
metric studies, described subsequently in Sec 4, are performed
accordingly.

3 Mathematical and Numerical Modeling

3.1 Governing Equations. For solidification modeling, a
fixed-grid single domain formulation is adopted, based on the
classical mixture theory �23�. For the purpose of mathematical
modeling, we invoke assumptions consistent with the continuum
model described in Ref. �23�. In the fixed grid single domain

centration gradient in the direction
tes „R=6Ã10−6 m/s, G=7.7, K/mm,

centration gradient in the direction
er „R=6Ã10−6 m/s, G=7.7 K/mm, fl
con
ra
con
mb
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ormulation �23–28�, conservation equations are employed for the
ntire domain, such that they are equally valid in the fully solid,
ushy �solid plus liquid�, and fully liquid regions. In this ap-

roach, the interface is captured �i.e., it is a part of the solution�
nd does not need to be tracked separately. The details of the
ontinuum formulation are given in Refs. �23,24,29�. The equa-
ions governing conservation of mass, momentum, energy, and
pecies concentration appropriate to the present study can be
tated as �23–28�

�

�t
��� + � · ��u�� = 0 �7�

�

�t
��u�� + �u� · ��u�� = � · ��l

�

�l
� u�� − �p + Sb − Su� �8a�

here

Sb = �g� ��T�T − T0� + �C�Cl − C0�� �8b�
The last term on the right-hand side of Eq. �8a� originates from

he assumption that the mushy zone is a saturated porous medium
hat offers frictional resistance toward fluid flow in that region.
owever, since the framework of the present model is fairly gen-

ral, any appropriate porous-medium model can be chosen to de-
cribe the flow in the mushy region, in accordance with the mor-
hology of the phase-changing domain. Here, this term is
odeled as

Su� =
�l�u�

K�l
�9�

here K is the permeability. The permeability, K, in the principal
irections is calculated using the liquid fraction and primary den-
ritic arm spacing, as reported in Heinrich and Poirier �22�. This
erm resembles the resistance term for flow through porous media
29�. In the fully solid region, this source term provides a large
ow resistance, making the velocities effectively zero. In the fully

iquid region, this term offers no resistance. In the mushy region,
here the liquid fraction ranges from zero to one, the porous
edium resistance varies smoothly from zero in the liquid region

o a high value in the solid region, thus making the velocities vary
ccordingly.

The energy conservation equation can be written as

�

�t
��cT� + � · ��cu�T� = � · ���gsks + glkl� � T�� + Sh �10a�

here source term, Sh, is expressed as

Sh = − � �

�t
���H� + � · ��u��H�� �10b�

n Eq. �10b�, �H is the latent enthalpy of the cell. Since a cell in
mushy region consists of both solid and liquid, �H can be de-
ned as

�H = f lL, for T � Tsolidus

0, for T � Tsolidus �11�

here f l is liquid fraction and L is the latent heat of fusion.
In implementing the preceding equations, we make an extended

oussinesq approximation by neglecting solidification shrinkage
nd making a conventional assumption that the important density
hanges are those associated with the buoyancy in the liquid. The
erms f l and fs denote mass fraction of the liquid and solid phases,
espectively. Since shrinkage is neglected, the mass fraction, f l,
nd the volume fraction, gl, of liquid are equivalent and can be
sed interchangeably in the subsequent analysis. The continuum
ensity and velocity are, respectively, defined as

� = �1 − gl��s + gl�l �12�
here gl is the volume fraction of liquid

52 / Vol. 129, APRIL 2007
u� = fsu�s + f lu� l �13�
The single-phase solute transport equation is derived directly on

considering a macroscopic solute balance in an arbitrary fixed
control volume within the mushy region. From such a balance the
following equation can be derived �25–28�

�

�t
��Cmix� + � · ��u�Cl� = � · ��sgsDs � Cs + �lglDl � Cl� �14�

where Cmix is a representative value of concentration obtained by
averaging over a volume defined on the microscopic scale. Rep-
resenting this microscopic volume as V=Vs �i.e., volume of the
solid fraction� +Vl �i.e., volume of the liquid fraction�, the general
form of Cmix can be written as

Cmix =

	 �lCldVl +	 �sCsdVs

�V
�15�

With Scheil’s assumption �25,27�, Eq. �15� for Cmix becomes

�Cmix = �l f lCl + �s	
0

gs

Csd	 �16�

where 	 is a dummy variable for carrying out the integration �24�.
The concentration of solute in the liquid and solid phases will be
related via Cs=kpCl. With Cs=kpCl at the solid-liquid interface
and using the definition of Cmix from Eq. �16� the single-phase
solute conservation equation �Eq. �14�� can be written as

�

�t
��Cl� + � · ��u�Cl� = � · �D+ � Cl� + Sc �17a�

where D+ is the mass diffusion coefficient and Sc is the species
source term. With Scheil’s model, the above terms can be written
as �25–28�

D+ = �f lDl �17b�

Sc =
�

�t
��fsCl� − kpCl

�

�t
��fs� �17c�

The initial conditions appropriate to the model system are
At t=0

Ti = Tb + Gy, C = Ci, f l = 1, u = v = 0

The boundary conditions, pertaining to the domain shown in Fig.
1, can be summarized as

At x=0, H /A

u = v =
�T

�x
=

�Cl

�x
= 0

At y=0, H

u = v =
�Cl

�x
= 0, T = Tb + Gy − rt

where H is the height of the cavity. A is the aspect ratio. and Tb is
the bottom wall temperature at t=0.

3.2 Numerical Procedure. In the fixed grid continuum for-
mulation �23–28�, conservation equations are employed for the
entire domain, such that they are equally valid in the fully solid,
mushy, and fully liquid regions. Using a fixed grid, single domain
approach, the interface is part of the solution and does not need to
be tracked separately. The governing equations of conservation
are discretized using a pressure-based finite volume method ac-
cording to the SIMPLER algorithm �30�. The porous medium
source terms in momentum Eq. �8a� are calculated for each con-
trol volume using the value of liquid fraction. The value of liquid
fraction, f l, of a control volume is calculated from the latent heat

content of a cell, as given by

Transactions of the ASME
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f l =
�H

L
�18�

or an accurate prediction of the liquid fraction, the latent heat
ontent of each computational cell needs to be updated according
o the temperature and/or species concentration values predicted
y the macroscopic conservation equations, in each iteration
ithin a time step. In the present context, an iterative updating

cheme is chosen, which is of the form �25–27,29�

��HP�n+1 = ��HP�n +
aP

aP
0 
�
hP�n − F−1
�HP�n� �19�

n Eq. �19�, aP
0 =��V /�t; aP is the coefficient of TP in the dis-

retization equation of the governing energy equation; 
 is a re-
axation factor; F−1 is inverse of suitable latent heat function de-
ending on the phase change morphology; �V is the volume of a
omputational cell centered around the grid pint P; �t is the time
tep chosen; and hP is the sensible enthalpy appropriate to the
odal point P. A detailed outline of algebraic steps for construc-
ion of physically consistent latent heat function is described by
hakraborty and Dutta �31�.
In order to resolve the formation of freckle defects the compu-

ational domain should be discretized with elements that are
maller than d1 and D /V in the horizontal and vertical directions,
espectively �20�. The number of grids chosen in the present case
400�30� ensures sufficient resolution to resolve the channel for-
ation. However, it is observed that the exact locations and num-

er of channels formation is still sensitive to grid size, as also
eported in the literature. The grid size chosen here allows us to
bserve the general trend of freckle formation, and its sensitivity
o various process parameters, which is the focus of the present
tudy. It is also found that the time step has a profound effect on
he convergence of the solution for predicting the freckles. In this
tudy, the time step for computation is varied from 0.1 s during
he conduction dominated regime to 0.0005 s during plume con-
ection.

Results and Discussion
As a validation exercise, the variation of solidus and liquidus

ositions with time predicted by the present model are compared
ith the experimental results reported in Tan �11�. This validation
as performed for aqueous ammonium chloride solution in a cy-

indrical cavity with an initial concentration of ammonium chlo-
ide as 32 wt %. Other initial and boundary conditions are the
ame as those used in Tan �11�. In the plot shown in Fig. 6 the

ig. 6 Comparison of predicted Liquidus and solidus position
ith time from experimental results of Tan †11‡
olidus and liquidus positions are predicted at the midwidth of the

ournal of Heat Transfer
Fig. 7 Predicted liquid concentration plots: „a… r=0.046 K/s,
„b… r=0.15 K/s and temperature distribution in K, „c… r
=0.046 K/s; and „d… r=0.15 K/s at t=15 s for different cooling
rates „C =68%, T =279 K, G=7.7 K/mm…
i b
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avity, as also done in the experiments of Tan �11�. The solidus
osition increases at a nearly constant rate with time, while the
iquidus position increases rapidly at the initial stage and then
eaches a nearly stable position. Thus, the mushy zone grows
apidly at the beginning, reaches a maximum, and then starts

ig. 8 Predicted solid fraction plot at t=50 s for different cool-
ng rates: „a… r=0.046 K/s; and „b… r=0.15 K/s „Ci=68%, Tb
279 K, G=7.7 K/mm…

Fig. 9 Number of channels versu

=68%, Tb=279 K, G=7.7 K/mm…

54 / Vol. 129, APRIL 2007
shrinking. From Fig. 6, it is found that the prediction of liquidus
and solidus positions with the present model agrees well with
experimental results.

Based on the Rayleigh number criterion discussed earlier, we
performed a systematic study with respect to parameters such as
cooling rate and initial concentration for the case of solidification
of aqueous ammonium chloride solution in a rectangular cavity
�Fig. 1�. The cavity height is chosen such that it meets the require-
ment for minimum liquid layer height for freckle formation,
which is twice the height of the mushy zone �32�. The thermo-
physical properties of aqueous ammonium chloride solution used
in the present numerical simulation are taken from Ref. �24�. For
aqueous ammonium chloride the eutectic temperature, Te, is
15.4°C and the eutectic concentration, Ce, is 19.7 wt % NH4Cl.

4.1 Effect of Cooling Rate. In order to understand the effect
of cooling rate on the formation of freckles, we have considered
two different cooling rates: 0.046 K/s and 0.15 K/s, keeping
other parameters constant. The other parameters, which are based
on the Rayleigh number criterion and chosen so as to make the
conditions favorable for freckle formation, correspond to A=0.5,
H=0.0139 m, Ci=68 wt % of water �water as solute�, Tb
=279 K, and G=7.7 K/mm.

Figure 7 shows liquid concentration plot and temperature dis-
tribution in which finger type structures are visible. The protuber-
ances correspond to fingers rising from the mushy layer as a result
of density inversion. In these cases, the magnitude of the maxi-
mum velocity is on the order of 10−4 m/s, which is greater than
the isotherm velocity/growth rate �R�10−6 m/s�, a condition nec-
essary for finger formation. This onset of convection depends
strongly on the mush structure, and hence on the value of mush
permeability. Hence, the choice of anisotropic variation of perme-
ability in the present study is appropriate �22�. In Fig. 7�a�, we can
see seven such fingers, and their height ranges from
3 mm to 5 mm, indicating different initiation time at different
locations.

As the mass diffusivity of the liquid is much lower than its heat
diffusivity �the ratio of the latter to the former is almost 100 times
for the present case�, the segregated melt retains its composition
as it flows upward through the mush into regions of higher tem-
perature. The rising colder fluid has a higher concentration of
water than the descending warm fluid. Corresponding to this high
concentration, the liquidus temperature is lower, thus causing re-
melting of the solute-rich mush. There, the melt causes delayed
growth and localized remelting of solid/mush, resulting in patches

ime for different cooling rates „Ci
s t
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f thin structure having more liquid fraction than in the surround-
ng regions. In this manner channels are formed in the mushy
one. Corresponding to fingers locations as shown in Fig. 7 we
an observe channel type structure penetrating the mushy layer as
hown in Fig. 8.

4.1.1 Variation of Number of Channels With Time. Figure 9
hows the variation of number of channels with time for the two
ooling rates. Although it shows that the number of channels has
n almost similar trend for both cooling rates, there are differences
n the number of channels and the duration over which they are
ustained. A similar trend with regard to the variation of number
f channels was also observed by Tan �11�.

For both cooling rates, there is an initial stage during which no
hannel is observed in the mushy region, corresponding to the

Fig. 10 Variation of solute „water… c
a location where there is no channel
r=0.15 K/s
eriod before the onset of convection. From Fig. 9, we can ob-

ournal of Heat Transfer
serve the difference in the time of initiation of the plumes �and
hence formation of channels� for the two cases. The phenomenon
can be understood from the liquid concentration plot in Figs. 7�a�
and 7�b�, which shows that after 15 s of solidification the plume
penetration is more extensive in the bulk liquid for the case of
high cooling rate, suggesting strong plume convection. The en-
hanced solidification rate with higher cooling rate increases the
rate of rejection of the solute, thus increasing the concentration
gradient. This makes the interdendritic fluid velocity high enough
for crossing the barrier of critical Rayleigh number at an early
stage of solidification, thus resulting in faster growth of plumes.
Hence, with higher cooling rate, the initiation of channel takes
place earlier. It is also observed from Fig. 9 that for a higher
cooling rate, the channels are more pronounced �i.e., more perme-

entration and in the channel and in
t=70 s: „a… for r=0.046 K/s; and „b…
onc
at
able� and also higher in number. This can be explained from Figs.
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0�a� and 10�b�, which show the variation of solute concentration
ith cavity height, inside and outside the channel, at t=70 s.
omparing Figs. 10�a� and 10�b�, it can be observed that with
igh cooling rate, the plumes are more extensive and strong, and
ixing is more pronounced in the bulk liquid, resulting in straight

nd deep channels.
It is also observed from Fig. 9 that the number of channels rises

o a peak value and then decreases. The cause of formation of
hese new channels can be explained as follows. The plumes, after
eaching the top of the cavity, begin to spread laterally along the
op wall. As a result, they mix with neighboring plumes, making
iquid concentration more uniform at that location. At the same
ime, the bottom and middle portions of the cavity do not experi-
nce this mixing, and hence concentration gradient still acts be-
ween bulk fluid and mush. This gives rise to initiation of new
ngers at the mush–liquid interface, which are smaller �of depth

ess than 1 mm, typically� and weaker in convection strength, re-
ulting in the formation of smaller channels.

With higher cooling rate, the initially formed channels are more
ermeable �as observed in Fig. 8�, thus offering less resistance to
uid flow. Hence, there is a tendency for the solute-rich fluid to
eed the existing channels more than the newly formed ones. This
henomenon restricts the initiation of new fingers �and hence new
hannels� with high cooling rate, as observed in Fig. 9. In addi-
ion, for lower cooling rate, the number of channels at around the
eak number is sustained for a longer duration. For this case, the
xisting as well as newly formed channels have comparable per-
eability to allow solute rich fluid to feed them continuously. This

eads to prolonged existence of a high number of weak and nar-

ig. 11 Predicted solid fraction plot „a… at t=590 s and r
0.046 K/s; „b… at t=270 s and r=0.15 K/s „Ci=68%, Tb=279 K,
=7.7 K/mm…
ow channels lying only at the top of the mushy zone �Fig. 11�a��.
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After reaching a peak, some of the channels begin to close �Fig. 9�
as a result of decrease in concentration gradient and increase of
flow resistance in the mush.

4.2 Effect of Initial Concentration. Freckles formation is
simulated for two different initial concentrations of 75 wt % and
68 wt % of water, respectively. The other parameters remain the
same as in the high cooling rate case in the previous parametric
study. In this study, too, the variation of number of channels with
time is almost similar for both cases �Fig. 12�, and similar expla-
nations for channel evolution can be provided as in the parametric
study with different cooling rates. There is, however, a difference
in the time of initiation of the channels �Fig. 12�. The initial bot-
tom plate temperature of 279 K is equal to the liquidus tempera-
ture corresponding to the higher �75%� initial concentration case,
and is correspondingly lower than the case with initial concentra-
tion of 68%, which corresponds to a liquidus temperature of
312 K. Hence, with higher concentration, there is a corresponding
delay in initiation of finger convection.

Further, one can observe in Fig. 12 that the peak number of
channels is more for the case with higher initial concentration,
even if the onset of plume convection is delayed. A higher initial
concentration also results in a thinner mushy zone, as indicated in
Fig. 13. Hence, there seems to be a correlation between the mushy
zone thickness and the number of channels formed. A thicker
mushy zone implies more availability of high-solute-content liq-
uid which sustains the initially formed plumes for a longer period
of time, thus reducing the possibility of new plumes and hence
new channels. It is also observed from the solid fraction plot in
Fig. 14 that channels are more pronounced for the case of a
thicker mushy zone. These observations have good qualitative
agreement with the experimental results reported in Tan et al.
�10�.

5 Conclusions
A Rayleigh number criterion was developed for characterizing

freckle formation during solidification of a hyper-eutectic solution
cooled from the bottom. The effects of process parameters,
namely cooling rate and initial concentration, were investigated
with respect to the formation and evolution of freckles. It was
found that the number of channels reduces with increase in cool-
ing rate. However, a high cooling rate produced larger and more
defined channels which are retained for longer durations. Simi-
larly, a lower initial concentration of solute resulted in fewer but

Fig. 12 Number of channels versus time for different initial
concentration of solute „Tb=279 K, r=0.15 K/s…
more pronounced channels. The number and size of channels are
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lso found to be related to the mushy zone thickness. These nu-
erical studies provide the insight into the physics involved in the

ormation, growth, and destruction of channels.

omenclature
aP, aP

0 � coefficient in discretization equation
A � aspect ratio
C � species concentration �kg/kg�
c � specific heat �J/kg K�

D � mass diffusion coefficient of the species
�m2/s�

d1 � dendritic arm spacing �m�
f � weight fraction

F−1 � inverse of latent heat function �J/kg�
G � temperature gradient �K/m�
g � acceleration due to gravity �m2/s�

gs � volume fraction of solid
gl � volume fraction of liquid
H � height of the cavity �m�

�H � latent enthalpy �J/kg�
l � length scale for the definition of Rayleigh

number �m�
K � permeability �m2�
k � thermal conductivity �W/m K�

kp � partition coefficient

ig. 13 Solidus and liquidus position with time for different
nitial concentration: „a… 75%; and „b… 68% „Tb=279 K, r
0.15 K/s…
L � latent heat of fusion �J/kg�

ournal of Heat Transfer
m � slope of liquidus �L/K�
P � pressure �N/m2�
r � heat extraction rate or cooling rate �K/s�
R � growth rate of crystal or isotherm velocity

�m/s�
Ra � Rayleigh number

S � source term
Sc � Schmidt number

t � time �s�
T � temperature �K�

u, v � velocities in x, and y directions �m/s�
u� � continuum velocity vector �m/s�
V � interdendritic fluid velocity �m/s�

Greek Symbols
	 � thermal diffusivity �m2/s�

�T � thermal expansion coefficient�L/K�
�S � solutal expansion coefficient
� � dynamic viscosity �kg/s m�
� � kinematic viscosity �m2/s�
� � density �kg/m3�

Subscripts
b � bottom wall
e � eutectic
i � initial
l � liquid phase
s � solid phase

Fig. 14 Predicted solid fraction plot at t=270 s: „a… Ci=75%;
and „b… Ci=68% „Tb=279 K, G=7.7 K/mm, r=0.15 K/s…
cr � critical
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Numerical Simulation of
Transport in Optical Fiber
Drawing with Core–Cladding
Structure
Optical fibers are typically drawn from silica preforms, which usually consist of two
concentric cylinders called the core and the cladding, heated in a high-temperature
furnace. For optical communication purposes, the core always has a higher refractive
index than the cladding to obtain total internal reflection. In order to investigate the effect
of this core–cladding structure on optical fiber drawing, a numerical model has been
developed in this work. Axisymmetric flows of a double-layer glass and aiding purge gas
in a concentric cylindrical furnace are considered. The thermal and momentum transport
in both glass layers and gas are coupled at the interface boundaries. The neck-down
profile is generated using an iterative numerical scheme. The zonal method is applied to
model the radiation transfer in the glass preform. The gas is taken as nonparticipating.
Coordinate transformations are used to convert the resulting complex domains into cy-
lindrical regions. The stream function, vorticity, and energy equations for the core, the
cladding, and the purge gas are solved by finite difference methods, using a false tran-
sient approach coupled with the alternating direction implicit method. A second-order
differencing scheme is used for discretization. The numerical results are validated by
comparing with results available in the literature. The effects of changes in the refractive
index and absorption coefficient due to doping on fiber drawing are investigated. This
problem has received very little attention in the literature, particularly with respect to
modeling, and this paper presents an initial study of the underlying transport.
�DOI: 10.1115/1.2709968�

Keywords: optical fiber drawing, core-cladding structure, zonal method, glass radiation
Introduction
The manufacture of optical fibers typically begins with silica

reforms, which usually consist of two concentric cylinders called
he core and the cladding and which are doped with various
hemicals to enhance optical properties. In a draw tower, the pre-
orm is traversed through a high-temperature cylindrical furnace.

hen the glass is heated beyond its softening point of about
900 K for silica, it is drawn into a fiber of diameter around
25 �m by applying an axial tension. Studies on pure, single-
ayer, silica optical fiber drawing have been carried out by a num-
er of researchers. Paek and Runk �1� studied the neck-down pro-
le and temperature distribution within the neck-down region
sing a one-dimensional analysis. Myers �2� developed a one-
imensional model for unsteady glass flow. More comprehensive
odels have been developed by Lee et al. �3–9�. They investi-

ated the flow and the thermal transport in detail, including the
onvective and radiative heat transfer in an axisymmetric configu-
ation of the glass preform and the inert gas. Based on radial
umping of axial velocity for iteration, a combined analytical and
umerical method was developed to generate the neck-down pro-
le. The effects of fiber draw speed, inert gas velocity, gas prop-
rties, furnace dimensions, and furnace temperature distribution
n the flow and temperature distribution were obtained and dis-
ussed. In these studies, the preform was assumed to be optically
hick, which is not valid in the lower neck-down region.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 28, 2006; final manuscript re-
eived September 24, 2006. Review conducted by Sumanta Acharya. Paper presented
t the 2004 ASME Heat Transfer/Fluids Engineering Summer Conference �HT-

ED2004�, Charlotte, NC, USA, July 11–15, 2004.

ournal of Heat Transfer Copyright © 20
Instead of the optically thick and Rosseland approximation,
several advanced radiation models have also been proposed. The
P1 method was used by Kaminski �10� to compute the radiation
transfer in the upper neck-down region and Yin and Jaluria �11�
applied the zonal method to simulate the radiative transport in the
whole neck-down region. Yin and Jaluria also investigated high-
speed optical fiber drawing, up to 20 m/s, with preform diameters
of around 5.0 cm �12�. Recently, Wei et al. �13� presented an
axisymmetric model for the neck-down region and used the dis-
crete ordinate method to solve the radiative transfer equation. Nu-
merical results for higher speed �25 m/s� drawing with a larger
preform diameter of 9.0 cm were obtained.

For telecommunication purposes, the optical fiber usually con-
sists of two layers of glass: the core and the cladding. In this
structure, a dielectric layer �called “cladding”� surrounds the light-
guiding central portion �called “core”�, which always has a refrac-
tive index higher than that of the cladding to obtain total internal
reflection in the core �14�. In general, core sizes in the fiber vary
from 8.3 �m to 62.5 �m in industry. The standard telecommuni-
cations core sizes in use today are 8.3 �m, 50 �m, and 62.5 �m.
The diameter of the cladding surrounding each of these cores is
around 125 �m �15�. In order to change the refractive index in the
core or the cladding, chemicals called dopants are added to the
preform �16,17�. The dopants increase the refractive index in the
core and decrease that in the cladding. Some of the dopants also
result in a significant increase in the absorption coefficient and in
a decrease in the viscosity of the silica preform. Since radiation
heat transfer is the dominant mode of transport in the heating
process, a nonuniform distribution of radiation properties in the
preform due to doping will significantly affect the generation of

the neck-down profile. The viscosity of the preform is directly

APRIL 2007, Vol. 129 / 55907 by ASME
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elated to the draw tension, which is one of the most important
arameters in optical fiber drawing. High draw tension may affect
he transmission properties in the fiber and also result in strength
egradation �18�. A numerical simulation of optical fiber drawing,
ncluding the effect of doping, will provide more detailed and
seful information for the manufacture of optical fibers.

Yin �19� investigated the effect of nonuniform refractive index
nd absorption coefficient in double-layer cylinder on the tem-
erature distribution, using the zonal method. However, optical
ber drawing with the more important core–cladding structure has
ot been investigated in any detail. In the present study, the core
nd the cladding are treated as two different fluids with different
roperties. Separate body-fitted grids are applied to the core, the
ladding and the inert gas respectively. The interface between the
ladding and the inert gas and that between the core and the clad-
ing are iteratively generated by using a radial lumping of the
xial velocity distribution. The zonal method is applied to calcu-
ate the radiative transfer. Each of the two separate layers in the
lass preform is assumed to have a uniform refractive index,
ounded by diffuse surfaces. The conjugate problem including
omentum and energy transport in the core, the cladding and the

as, within the neck-down region, has been solved. The numerical
esults are validated by comparing with the few results available
n the literature. The effects of changes in the refractive index and
n the absorption coefficient due to doping on optical fiber draw-
ng are also investigated.

Governing Equations
Axisymmetric flows of the double-layer glass preform and aid-

ng purge gas in a cylindrical furnace are considered. A schematic
iagram of the double-layer optical fiber drawing process is
hown in Fig. 1. The governing equations for the glass layers and
he gas are given as

�v
+

1 ��ru�
= 0 �1�

ig. 1 Schematic diagram of the process for double-layer op-
ical fiber drawing
�z r �r
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where � is the viscous dissipation term; and Sr is the radiation
source term. The other variables are defined in the nomenclature.

For computational purposes, all the three regions, the core, the
cladding, and the gas, with complex boundaries, are converted
into cylindrical regions. Using Landau’s transformation �20�, the
first region, consisting of the core of the preform, bounded by the
centerline, the inner interface, inlet and exit, is transformed to a
cylinder in � and � by the equations

��1� =
r�1�

R�1��z�
, � =

z

L
�5�

For the second region, consisting of the cladding of the preform,
bounded by two interfaces, inlet and exit, the same coordinate
system is employed as the first region. The transformed system is
defined as

��2� =
r�2� − R�1��z�

R�2��z� − R�1��z�
, � =

z

L
�6�

For the region of the purge gas, bounded by the outer interface,
furnace surface, inlet and exit, a different coordinate system is
used, with the same axial coordinate as the z axis and a radial
direction opposite to the r axis, the origin being at the furnace
wall. The transformed system for purge gas is given as �7�

�a =
ra

RF − R�2��z�
, � =

z

L
�7�

Using these coordinate transformations, the computational do-
mains are simplified. The stream function and vorticity equations
are solved instead of the primitive variables to avoid solving for
the pressure and thus eliminate one equation �21�.

The zonal method is applied to calculate the radiation transfer
inside the three enclosures, as developed by Chen and Jaluria �22�.
The two-band model presented by Myers �2� for the absorption
coefficient of pure silica is used here. This is given by the equa-
tions

a = 0, for � � 3.0 �m �8�

a = 400.0 m−1, for 3.0 �m 	 � � 4.8 �m �9�

a = 15,000 m−1, for 4.8 �m 	 � � 8.0 �m �10�

Both the external surface and the internal interface of the preform
are assumed to be diffuse. From the enclosure theory, the outgoing
and incoming heat fluxes at every surface can be obtained for each
absorbing band, as shown in Fig. 2. The incoming heat fluxes are
given as

Gi,�
�l� =

1

Ai
�l��	

j=1

Ns
�l�

�SjSi��
�l�Jj,�

�l� + 	
j=1

Ng
�l�

�GjSi��
�l�n�l�2


Tj
�l�4f j,���l = 1,2�
�11�
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Gi,�
�3� = 	

j=1

Ns

Fi−jJj,�
�3� �12�

n the enclosure of the inert gas, the outgoing heat fluxes at the
penings and furnace surface are

Ji,�
�3� = �i
Ti

4f i,� + �1 − �i�Gi,�
�3� �13�

he outgoing heat fluxes at the external surface of the preform are

Ji,�
�3� = ��3�Gi,�

�3� + ��2�Gi,�
�2� �14�

n the enclosure of the core, the outgoing heat fluxes at the inter-
al interface of the preform are given as

Ji,�
�1� = ��2�Gi,�

�2� + ��1�Gi,�
�1� �15�

n the enclosure of the cladding, the outgoing heat fluxes at the
nternal interface of the preform are

Ji,�
�2� = ��1�Gi,�

�1� + ��2�Gi,�
�2� �16�

he outgoing heat fluxes at the external surface of the preform are

Ji,�
�2� = ��3�Gi,�

�3� + ��2�Gi,�
�2� �17�

The radiative source term can be obtained as

Srk
�l� =

1

Vk
�l�	

�=1

2

�	
i

�SiGk��
�l��Ji,�

�l� − n�l�2

Tk

�l�4
fk,��

+ 	
j�k

�GjG��
�l�n�l�2


�Tj
�l�4

f j,� − Tk
�l�4

fk,��� �l = 1,2� �18�

here the direct exchange areas �SiSj��
�l� , �SiGj��

�l� , �GiGj��
�l�, and

iew factor Fi,j are defined by Modest �23�. The view factors are
omputed using the approach from Lee and Jaluria �3�. The direct
xchange areas for each absorption band are computed using
aussian quadrature and the limits of the azimuthal angles be-

ween two axisymmetric rings are obtained using the results de-
ived by Modest �24�.

For a typical optical fiber drawing, the variation of the axial
elocity in the radial direction is fairly small. Thus, radial lumping
f axial velocity and mass conservation were used by Roy
houdhury and Jaluria �9� to develop an iteratively neck-down

Fig. 2 Radiosities and irradiations at the interfaces
rofile generation scheme, as given by

ournal of Heat Transfer
R�2��z� =
R0
�2�2

v0

v̄
�19�

The average axial velocity in the glass is given as

v̄ = C1�
0

z
dz

�R�2�2 −�
0

z
�g

C2�R�2�2��
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z
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dz�dz
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0
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where

C1 = ��v f − v0� +�
0

Lf �g
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R1 = R�2���1 + R�2��2
�−1.5 �23�

A comparison between the neck-down profile generated from
the axial velocity lumping assumption and that from the two-
dimensional scheme employed by Wei et al. �13� showed that the
difference was quite small even for high-speed drawing �at
25 m/s�. Because of its robustness and efficiency, this one-
dimensional neck-down profile correction scheme is used for the
current study. The location of the interface, between the core and
cladding, is also determined using the radial lumping of the axial
velocity as

R�1��z� =
R0

�1�

R0
�2�R

�2��z� �24�

3 Boundary Conditions
At the axis of the fiber, the boundary conditions are given by

symmetry. At the inlet, the temperature and the axial velocity are
assumed to be uniform, and the radial velocity is assumed to be
zero. At the outlet, the second derivatives of all the variables are
taken as zero in the flow direction, indicating negligible axial
diffusion. At the furnace surface, the no-slip conditions are ap-
plied and specified wall temperature distributions are given. For
the two interfaces among the core, the cladding, and the inner gas,
a zero penetration condition is applied. The thermal condition at
the interface is determined by the heat flux continuity in the nor-
mal direction to the interface.

4 Numerical Scheme
Body-fitted grid systems are generated for the domains of the

core, the cladding and the inert gas based on the method proposed
by Lee and Jaluria �5� and Yin and Jaluria �11�. Two grid sets are
applied here. Both of these are nonuniform. A fine grid system is
used to discretize the stream function, vorticity, and temperature
equations. The coarse grid system is applied to the radiation
analysis. After optimization, the grids are obtained as 369�21, in

axial and radial directions respectively, for the core, 369�21 for
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he cladding and 369�61 for the gas. Coarser grids are obtained
or radiation, 30�8 for the core and 30�10 for the cladding. The
adiative heat fluxes absorbed by axisymmetric volume ring ele-
ents within the preform are first calculated by the zonal method

sing the coarse grid system and then interpolated to obtain the
adiative source terms at the fine grid for the energy equation.
ince the computation of the direct exchange areas for the zonal
ethod is very time consuming, a parallelization for this compu-

ation is developed with the message-passing interface �MPI�.
The stream function, vorticity, and energy equations are ap-

roximated by second-order differencing schemes. The final dis-
retization equations are solved using an alternating direction im-
licit �ADI� approach and the successive under-relaxation �SUR�
ethod �21�. The overall iterative process begins with the solution

f the stream function, vorticity, and energy equations for a given
eck-down profile. Then the neck-down profiles are corrected us-
ng the force imbalance. After that, the grids are modified. The
iew factors and the direct exchange areas are updated, corre-
ponding to the new neck-down profile. This procedure is re-
eated until steady state conditions are obtained, as indicated by
onvergence of the iterative scheme. The convergence criteria
ere obtained as 10−5 for the stream function, vorticity, and tem-
erature, and as 10−4 for the neck-down profile after varying these
ver wide ranges. A typical run was about 8 h on the MPHASE
luster at Rutgers University, which has 44 dual CPU rack-mount
MD MP 1.6 GHZ, from Aspen Systems.

Results and Discussion
A prescribed neck-down profile is employed for the validation

f the model. The errors in the sum of view factors and in the area
verage of the sum of direct exchange areas are found to be within
.5%, except at the inlet for a=15,000 m−1 ��5% �. Yin and
aluria �11� applied the zonal method to the radiation transport in
single-layer optical fiber drawing. A simple case is used to verify

he radiation model. The temperature of the furnace and the pre-
orm is set at 2000 K and 1000 K, respectively. The normalized
adiative heat flux is given as QR=qR /
�TF

4 −Tf
4�. For the case of

niform refractive index distribution n�1�=n�2�=1.42, Fig. 3 shows
hat the radiative heat flux at the external surface is in excellent
greement with the results from Yin and Jaluria. �11�. The effects
f nonuniform refractive index on the radiative heat flux distribu-

ig. 3 Radiative heat flux for uniform temperature distribution
n the preform
ion are presented in Fig. 4, where the refractive index of the core

62 / Vol. 129, APRIL 2007
is 3, and that of the cladding varies from 3 to 1.5. Larger radiative
heat flux is absorbed by the preform with lower refractive index
for the cladding because the transmittivity of the external surface
is increased. For n�1�=n�2�=3, there are no reflections at the inter-
face between the core and the cladding. The increased reflections
are transferred to the lower neck-down region as the refractive
index of the cladding becomes smaller.

Since experimental results on double-layer fiber drawing are
not available in the literature, validation of the double-layer model
is done by comparing with the results from a single-layer model
developed by Roy Choudhury and Jaluria �7–9�. The operating
conditions are given in Table 1. The furnace temperature profile is
taken as parabolic, with a maximum of 2500 K in the middle and
a minimum of 2000 K at both ends. Argon enters the furnace as
aiding flow at 0.1 m/s. The inlet temperature of the preform and
the gas are assumed to be 300 K. The radiation properties and the
viscosity are assumed to be uniform for the core and the cladding.
Figure 5 shows that a lower temperature at the external surface of
the preform is obtained by the double-layer model using the zonal
method for radiation analysis. Since the optically thick assump-
tion is only valid in the upper neck-down region, the temperature
distribution is overestimated by the optically thick approximation.
The neck-down profile of the fiber is also compared with the
numerical results of the single-layer model �9�. Optically thick
assumption is used for the radiation analysis in this comparison.
Figure 6 shows that the obtained neck-down profile is in excellent
agreement with the results for single-layer fiber drawing.

When the core and the cladding are doped with various dop-
ants, the change in refractive index and absorption coefficients
could be very different. Assumed magnitudes of change in the
refractive index and absorption coefficients are used in this paper
to capture the generic effects of variation in these two properties.
It would provide some useful insight into the effect of core–
cladding structure and further proof for the validity of the double-
layer model.

Fig. 4 Effect of change in the refractive index on radiative heat
flux

Table 1 Typical operating conditions

D0
�2� Df

�2� D0
�1� /D0

�2� Df
�1� /Df

�2� DF L v f va

5 cm 125 �m 0.5 0.5 7 cm 30 cm 10 m/s 0.1 m/s
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In order to investigate the effects of refractive index and ab-
orption coefficient on the double-layer fiber drawing, two typical
ases for double-layer fiber drawing are studied. The core is taken
s pure fused silica and the cladding is doped. Due to doping, the
efractive index and absorption coefficient of the cladding are
hanged. The other properties, including the viscosity, are as-
umed to be the same in this study. In the first case, the refractive
ndex of the cladding is assumed to be 10% lower than that of the
ore. The absorption coefficient and absorption bands of both the
lass layers remain the same as those for pure fused silica. The
emperature distribution along the centerline is shown in Fig. 7 for
ouble-layer and single-layer preforms. It is seen that the center-
ine temperature in the double-layer preform is higher than that in
he single-layer preform. The reason for this is that the core ab-
orbs larger radiation energy because of reflection and a higher
ransmissivity of the cladding. The radial temperature lag Tlag

ig. 5 Validation of the numerical model by comparing the
emperature distribution at the free surface with single-layer
ber drawing

ig. 6 Validation of the numerical model by comparing the

eck-down profile

ournal of Heat Transfer
= �T−Tc� /Tc in the double-layer preform becomes slightly larger
than that in the single-layer preform, as expected and as shown in
Fig. 8. The internal reflections in the core and the cladding, due to
the difference in the refractive index, increase the variation of the
radial temperature in a double-layer preform. Figure 8 also shows
that the magnitude of the temperature gradient becomes smaller
near the free surface because of the radiative heat flux from the
furnace. Figure 9 depicts the neck-down profiles for both the pre-
forms. Since the double-layer preform reaches the softening point
closer to the entrance, the diameter of the double-layer preform is
smaller than that of the single-layer preform during neck-down.

The E� defect is a point defect, which is generated at high
temperature during the drawing process and which causes trans-
mission loss and mechanical strength degration in the fiber �25�.

Fig. 7 Effect of change in the refractive index on the tempera-
ture distribution at the centerline

Fig. 8 Effect of change in the refractive index on the radial

temperature lag

APRIL 2007, Vol. 129 / 563
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sing the equation for E� defect concentration derived by Ha-
afusa et al. �26�, the defect concentration along the streamline
an be calculated with the following expression:

v
dnd

dz
= np�0�v exp�−

Ep

KT
� − ndv�exp�−

Ep

KT
� + exp�−

Ed

KT
��
�25�

here nd and Ed represent the concentration and activation energy
f the E� defect; and np and Ep represent those of the precursors.
he initial values and constants are defined as �26�: nd�0�=0,

p�0�=7�1022 g−1, Ep=6.4087�10−19 J, Ed=0.3204�10−19 J,
=8�10−3 s−1, and K=1.380658�10−23 J /K. As expected, the
oncentration of E� defects is found to be larger in the double-
ayer preform due to higher preform temperature, as shown in Fig.
0. It is indicated that the fiber quality is degraded with an in-

ig. 9 Influence of the refractive index on the neck-down
rofile

ig. 10 Influence of the refractive index on normalized defect

istribution at the free surface
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crease in refractive index difference between the core and the
cladding in terms of E� defects.

Neglecting the shear force exerted by the gas, the draw tension
can be obtained from the following equation �8,27�

FT = 3��R�2�2�v
�z

+ �R�2�2
H + ���

z

Lf

R�2�2
v

�v
�z

dz

− ��g�
z

Lf

R�2�2
dz �26�

The calculated forces including draw tension FT, and forces due to
viscous stress F�, surface tension F, inertia FI, and gravity Fg,
are shown in Fig. 11. It is seen that a smaller draw tension is
obtained for the double-layer preform drawing. It is because the
force due to viscous stress is much smaller since viscosity of silica
decreases drastically with increasing temperature, although the
magnitude of the force due to gravity decreases as well.

We now study the effect of variation in the absorption coeffi-
cient. The absorption coefficient of doped silica cladding is as-
sumed to be 100% larger than that for pure silica cladding. The
refractive index is taken as uniform in the double-layer preform.
Figure 12 indicates the temperature distributions along the center-
line for both the double-layer and the single-layer preforms. It is
interesting to note that when the absorption coefficient in the clad-
ding gets larger, the centerline temperature drops due to the lower
transmissivity of the cladding. The effect of change in the absorp-
tion coefficient on the temperature lag is shown in Fig. 13. It is
seen that the difference between the surface temperature and cen-
terline temperature becomes larger near the entrance. This is be-
cause the cladding is heated up faster near the entrance with larger
absorption coefficient and the centerline temperature becomes
lower as shown in Fig. 12. Since the temperature of preform de-
creases with an increase in absorption coefficient of the cladding,
the neck-down region of double-layer preform starts farther from
the entrance than that for the single-layer preform, as shown in
Fig. 14. Figure 15 shows that the concentration of E� defects
along the free surface in the double-layer preform is lower than
that in the single-layer preform, as expected. The draw tension for
double-layer preform drawing is also obtained, as shown in Fig.

Fig. 11 Influence of the refractive index on draw tension:
„thick lines… n„1…=n„2…=1.42; and „thin lines… n„1…=1.42; n„2…

=1.278
16. It is found that a larger absorption coefficient in the cladding

Transactions of the ASME
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as a stronger effect on forces due to viscous stress F� than forces
ue to gravity Fg. This results in larger draw tension with larger
bsorption coefficient in the cladding.

Conclusions
A numerical model has been developed for the flow and thermal

ransport in optical fiber drawing with core–cladding structure,
ithin the neck-down region. The zonal method is employed to

imulate the radiation transport in the core and the cladding at
arious uniform refractive indices in the two regions. The model
s validated by comparing it with numerical results for single-
ayer fiber drawing. In this study, the effects of changes in the
efractive index and in the absorption coefficient of the cladding
ue to doping on the fiber drawing are investigated. The results
ndicate that when the cladding has a lower refractive index than
he core, the centerline temperature rises, reflecting higher trans-

ig. 12 Effect of change in the absorption coefficient on the
emperature distribution at the centerline

ig. 13 Effect of change in the absorption coefficient on tem-

erature lag

ournal of Heat Transfer
missivity at the free surface and larger internal reflection in the
core. Higher temperature lag and concentration of E� defects are
also found, while the draw tension becomes smaller. On the other
hand, a higher absorption coefficient in the cladding has the op-
posite effect on the fiber drawing. The doped silica cladding de-
creases the transmissivity and increases the difference between the
temperatures of the core and the cladding. This lowers the center-
line temperature, decreases the concentration of E� defects, but
increases the draw tension. It is clear that changes in the refractive
index and in the absorption coefficient have significant effects on
the optical fiber drawing process. Therefore, the effect of a core–
cladding structure should be included in the numerical simulation
of the optical fiber drawing process. In the future, a thorough
study including more accurate physical properties for doped silica
needs to be carried out to determine the resulting effects of dop-
ants.

Fig. 14 Effect of change in the absorption coefficient on the
neck-down profile

Fig. 15 Influence of the absorption coefficient on normalized

defect distribution at free surface
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omenclature
a � absorption coefficient

Cp � specific heat at constant pressure
D � diameter

Fi−j � view factor between surface ring element i and
j

f � fraction of black body emissive power
G � irradiation

GjGi � direct exchange area between volume ring ele-
ment i and volume ring element j

GjSi � direct exchange area between surface ring ele-
ment i and volume ring element j

g � acceleration due to gravity
J � radiosity
K � thermal conductivity
L � preform length
n � refractive index

Ns � number of discretized surface zones
Ng � number of discretized volume zones

p � pressure
r � radial coordinate

R�1� � radius of the core
R�2� � radius of the cladding

Sr � radiation source term
SjSi � direct exchange area between surface ring ele-

ment i and j
T � temperature
t � time
u � radial velocity component
v � axial velocity component
z � axial coordinate

reek Symbols
� � dimensionless axial coordinate
� � emissivity
 � surface tension
� � dimensionless radial coordinate
� � wavelength
� � dynamic viscosity

ig. 16 Influence of the absorption coefficient on draw ten-
ion: „thick lines… a1

„2…=400 m−1, a2
„2…=15,000 m−1; „thin lines…

1
„2…=800 m−1,a2

„2…=30,000 m−1
� � kinematic viscosity
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� � transmissivity
� � reflectivity; density

 � Stefan–Boltzmann constant

�=5.67051�10−8 W/ �m2 K4��
� � viscous dissipation term

Subscripts
0 � preform inlet
c � centerline
F � furnace
f � fiber
i � surface or volume ring element i
j � surface or volume ring element j
k � volume ring element k
� � absorbing band

Superscripts
�1� � core
�2� � cladding
�3� � gas

� � first derivative with respect to z
� � second derivative with respect to z
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Numerical and Experimental
Investigation of Melting in the
Presence of a Magnetic Field:
Simulation of Low-Gravity
Environment
In this paper, numerical and experimental studies are presented on melting behavior of a
pure metal in the presence of a static magnetic field. When a transverse magnetic field is
present and the working fluid is electrically conductive, the fluid motion in the magnetic
field results in a force field (Lorentz forces) that will dampen the convective flows. Buoy-
ancy driven flows are the focus of this study to simulate low-gravity conditions. Hart-
mann (Ha) number, a dimensionless parameter proportional to the strength of the mag-
netic field, dominates the convection flow suppression. The effects of the magnetic
strength on melting rate and on the profile of the solid/melt interface are studied. The
experiments are conducted with pure gallium as phase change material inside a rectan-
gular test cell. The solid thickness at its side center position is measured by an ultrasound
device and the solid/melt interface profile is captured via reflection florescent-light pho-
tography. Temperature measurements and volume expansion/contraction tracking are
used to provide further details and to verify the numerical results. Magnetically induced
low-gravity environments were extensively studied numerically, where the details of the
flow field were obtained. The experimental and numerical results compare very well
especially, at larger Hartmann numbers. The results showed that a magnetic filed could
be used to simulate key melting characteristics found in actual low-gravity environments.
However, under strong magnetic field, numerical simulations revealed a different three-
dimensional flow structure in the melt region compared to the actual low-gravity flow
fields where the flow circulations are smoothly curved. �DOI: 10.1115/1.2709961�

Keywords: magnetic field, magnetohydrodynamic (MHD), phase change, low gravity,
natural convection
ntroduction

Phase change process plays an important role in the industrial
pplications, such as crystal growth, welding, casting, heat stor-
ge, and material processing. It is well documented that the dy-
amics of the phase change processes are significantly influenced
y natural �free� convection. Free convection flows diminish in a
educed gravity environment, and in some material processes this
ay lead to significant improvements in the finished products.
herefore, heat/mass transfer associated with phase change in re-
uced gravity environment has received considerable attention in
ecent years. The perfect micro gravity experiments can, of
ourse, be conducted on the space laboratory. However, the re-
ources for reaching the outer space environment are very
imited—to this date, only 80 experiments have been performed
n the International Space Station since the launch of Destiny
aboratory in February of 2001 �1�. Hence, producing low-gravity
nvironment conditions on earth has been pursued by investiga-
ors seeking research opportunities in this field. With the current
tate of technology, several techniques are available for producing
ow-gravity environment on earth; such as, drop towers, parabolic

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 7, 2006; final manuscript re-
eived December 12, 2006. Review conducted by Sumanta Acharya. Paper presented
t the 2005 ASME International Mechanical Engineering Congress �IMECE2005�,

ovember 5–11, 2005, Orlando, FL, USA.

68 / Vol. 129, APRIL 2007 Copyright © 20
flight paths, sounding rockets, and magnetic field. The drop tow-
ers as well as parabolic flights and sounding rockets have short
time periods �order of seconds� and hence, they have limited ap-
plication. Especially, they are not suitable for phase change ex-
perimentation where required time of completion is in order of
minutes if not hours. Indeed, for some experimental studies,
where the working fluid is electrically conductive, the required
ground-based microgravity environment may be achieved by ap-
plying electromagnetic force field to counteract the effects of
gravity as illustrated in a series of numerical work �2–6�.

Typically magnetic fields are used to control the convective
flows in the crystal growth industry and material processing
�7–12�. It is well known that a magnetic field can significantly
dampen the convective flows �13–15� and hence, in phase change
cases, controlling the solid/melt interface shape and its propaga-
tion speed. In an earlier work, Dulikravich et al. �16� reported that
the strength and the orientation of the magnetic field had profound
influence on the solidification and melting rates by weakening the
flow circulation in melt regions and causing distorted velocity
profiles. Later, Dennis and Dulikravich �17� concluded that veloc-
ity within the melt could not be completely halted due to limita-
tions of the applied magnetic field. They postulate that magnetic
fields stronger than 1.0 T might be required to eliminate fluid
motion within the melt. Flow suppression in melting and solidifi-
cation has not been limited to applied magnetic field only; electro/
magnetic fields have also been applied to control the flow field
�18,19�. Ha et al. �18� used numerical simulations to compare the

thermal flows and solidification of continuous steel casting while

07 by ASME Transactions of the ASME
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nder the influence electro/magnetic fields. Harada et al. �19� con-
luded that the application of an electromagnetic field suppresses
ixing of solute elements in clad casting. They also verified their

umerical simulation predictions with actual clad casting experi-
ents.
While many papers have addressed conducting fluids and the

ffects of magnetic and electro/magnetic fields, very few sought to
tudy the effects of electro/magnetic fields on phase change prob-
ems as a facilitator for simulating low-gravity environments
2–6�. This series of numerical effort was initiated with the work
f Asako et al. �2� where only the presence of a magnetic field was
onsidered. Later, the authors expanded their work to include an
pplied electric field in combination with a magnetic field in such
way that the resulting Lorentz forces opposed the buoyancy

ows �3,4�. In these numerical works the considered computa-
ional domain was a rectangular cavity having either the two side-
alls thermally active with other four walls insulated, or only the

op wall was thermally conditioned and other five walls were in-
ulated. Considering the front view of the cavity, in both thermal
oundary conditions, a two-dimensional analysis seems reason-
ble and the solutions presented in Refs. �2–4� were indeed per-
ormed in the two-dimensional domain. Since the phase change
aterial �PCM� was gallium, a fluid with low Prandtl number, the

hird dimension flow and gradients may not be negligible �14�,
nd hence their effects need to be studied. Veilleux et al. �5,6�
urther expanded the previous works into three-dimensions and
tudied the resulting effects. They applied both transverse electric
nd magnetic fields to counteract the gravitational forces exerted
n the system during the melting process. Their results showed
hat strong magnetic fields dampened the buoyancy driven flows
nd the overall melting rates and the solid/melt interface profiles
esembled the low-gravity cases. However, the flow structures
ere significantly distorted �4�. When an electric field was ap-
lied, it substantially reduced the needed magnetic field intensity
or halting the convective flows. However, in these cases the re-
ulting Lorentz forces, produced by electro/magnetic fields, gen-
rated a flow field, opposite to the main flow direction, that is not
resent in actual low gravity. While these distortions in the flow
eld do exist, results showed that from a global phase change
oint-of-view, low-gravity environment can be simulated by mag-
etic and/or electro/magnetic fields.

The review presented in the last paragraph reveals that a sub-
tantial amount of numerical simulations have been performed.
owever, experimental data needed to verify the numerical results

re severely limited. Computation of phase change processes in
he presence of electro/magnetic fields is complicated and to man-
ge the level of complexity, some assumptions were made. For
xample, the expansion/contraction of the material due to the
hange of phase density, the so-called phase change convection, is
eglected and no mass is allowed to cross the computational
oundary domain. Hence, the validity of assumptions and appli-
ability of the simulations must be investigated. To achieve this, a
eries of experiments were performed to compare the test results
ith the computed data. Indeed, the focus of this paper is on the

xperimental validation of the numerical simulations. Here, the
escription of the applied numerical methods will be brief and the
eaders are referred to Refs. �3–6�; instead, more descriptions will
e devoted to the experimental techniques and measurements, and
he combined numerical and experimental results.

Most phase change experiments dealing with liquid metals ad-
ress crystal growth issues. Due to the opaque nature of the liquid
etals and alloys, experiments on liquid metals have been limited

o the investigations of natural convection and diffusion, free sur-
ace flows, liquid/solid interface probing, and local temperature
nalysis �13,20�. Campbell and Koster �21� and Derebail and Os-
er �22� employed X rays or gamma rays to perform visualization
tudies of liquid/solid interface propagations, profile, and mor-
hologies. The use of radiation rays, however, is expensive, re-

uires a special facility for safety, and most importantly, is limited

ournal of Heat Transfer
to thin layers of metal phase change processes. To measure the
solid/melt interface positions continuously at some preselected lo-
cations, ultrasonic techniques can be employed �23–25�. This
technique is used in this work; but because of the size of ultra-
sound probes, their use is limited to a very few locations at which
the solid thickness can be measured. In addition to ultrasonic mea-
surement, the profile of the solid/melt interface is captured
through the transparent end windows by florescent-light reflection
photography. In this work, special care is given to the volume
expansion/contraction due to differences in phase densities. This
volume change is tracked by an oil indicator traveling inside a
calibrated vertical tube. Changes in interface profile as a function
of time, the melting rate, and the influence of magnetic strength
are analyzed and compared with the numerical results.

Problem Description
The geometry considered is a rectangular container, the test

cell, of height �H�, width �W�, and length �L�, which is filled with
the phase change material �gallium� in its solid phase. The entire
test cell is placed under a transverse magnetic field, where the
magnetic field, B0, is applied in the positive x direction as shown
in Fig. 1. Initially the system is kept at the melting temperature,
Tm. The left sidewall is suddenly raised to a uniform higher tem-
perature �Th�Tm�, whereas the right sidewall of the test cell is
kept at, or below, the melting temperature �Tc�Tm�, and the re-
maining walls are adiabatic. Melting of the PCM begins and a free
convection flow starts to develop in the melt region.

With reference to Fig. 1, the concept of magnetohydrodynamic
�MHD� is briefly described. The applied electric/magnetic field
results in an induced electromagnetic field. The strength and the
effect of induced field, however, are negligible in the ranges being
considered for this investigation. This assumption is valid when
the magnetic Reynolds number remains much less than one
�Rem�1�, as is the case for liquid metals and alloy �26� �in this
investigation, the magnetic Reynolds number is about 6.5�10−6�.
Therefore, the resulting Lorentz forces per unit volume could be
represented as

F = J � B �1�

where B is the magnetic field and J is the current density flux,
which is expressed as

J = ��E + U � B� �2�

Here, � is the medium electrical conductivity and U is the veloc-
ity field vector. In this set of experiments, the electrical field, E, is
turned off and only the magnetic field is active. Hence, the current
density flux is expressed as

J = ���Uxi� + Uyj� + Uzk��� � �B0i�� �3�

Fig. 1 Schematic diagram of the experimental setup
or
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J = ��UzB0j� − UyB0k�� �4�
y substituting Eq. �4� into Eq. �1�; the Lorentz forces are ex-
ressed by

F = J � B = ���UzB0j� − UyB0k��� � �B0i�� �5�
r

F = ���− UyB0
2�j� − �UzB0

2�k�� �6�
It is shown in Eq. �6� that the magnetic force field counteracts

he flow field and the force is proportional to B0
2 in both y and z

irections. For a specific physical length and material properties,
he strength of the Lorentz forces is scaled by the Hartmann num-
er, which is expressed in Eq. �7�. Other dimensionless parameters
hat appear in the results are Stefan number, Prandtl number,
rashof number, and Rayleigh number, as well as time and tem-
erature. They are defined as follows:

Hartmann number

Ha = B0W��m

�m
�7�

Stefan number

Ste =
C�Th − Tm�

h
�8�

Prandtl number

Pr =
�

�
�9�

Grashof number

Gr =
g��Th − Tm�W3

�2 �10�

Rayleigh number

Ra = Gr Pr �11�
Dimensionless time

	 =
�t

W2 �12�

Dimensionless temperature


 =
T − Tm

Th − Tm
�13�

he thermophysical and electromagnetic properties of gallium are
resented in Table 1.

overning Equations
The computation domain considered in this work is shown in

ig. 2. The melting of an electroconductive phase change material

Table 1 Electrical and thermophysical properties of gallium

arameter Symbol Value Unit

elting point Tm
29.78 °C

ensity of solid �s
5907.0 kg/m3

ensity of liquid �m
6094.7 kg/m3

iscosity � 1.92�10−3 kg/ �m s�
omentum diffusivity � 3.15�10−7 m2/s

lectrical conductivity of solid �s
6,644,518.0 1/m

lectrical conductivity of liquid �m
3,846,154.1 1/m

atent heat h 89,160.0 J/kg
elt thermal diffusivity �m 1.29�10−5 m2/s

hermal expansion coefficient � 1.27�10−4 1/K
randtl number Pr 0.0244
n the presence of an electromagnetic field is governed by the
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conservation of mass, momentum, and energy, the induction equa-
tions, and the Poisson equation for electric potential. While this
equation set can be solved numerically it possesses significant
challenges to obtain a converged solution due to their highly
coupled nature. In order to simplify the equation set, some as-
sumptions are made.

As stated earlier, the induced electromagnetic field is negligible
�26� and hence, the induction-free MHD approximation is em-
ployed. This approximation allows for the applied magnetic and
electric fields be accounted for solely through the source terms in
the conservation equations. In addition, the flow is assumed to be
laminar, incompressible, and the thermophysical properties are
constant in each phase �the properties are evaluated at the melting
temperature, Tm�. Furthermore, the densities of liquid and solid
phases are assumed to be the same, �s=�m, except for the density
that appears in the body force term which gives rise to the force
imbalance between the solid and liquid phases. Therefore, mate-
rial expansion and/or contraction due to phase change is not ac-
counted for—since gallium has moderate volume change �about
3.5% volume contraction during melting�, neglecting its effect
may not produce significant error on the overall process simula-
tion. The formulation is carried out as a single-domain problem,
utilizing the enthalpy method developed by Cao and Faghri �27�
where the same conservation equations are used for both the solid
and liquid phases, by considering the solid region as a liquid with
an infinite viscosity. Since both phases are present in the numeri-
cal domain and their volume fraction, their electro- thermophysi-
cal properties, and their appropriate force or energy source terms
must be accounted for, the governing equation set is too prohibi-
tively long to represent it here. A complete set of the equations
can be found in Ref. �6�. Note that the presence of electric field,
E, raises a new dimensionless parameter that is not introduced in
this text, mainly the electromagnetic pressure number �Mp�, de-
fined as

Mp =
�m�mB0EW3

�m
2 �14�

Since in this work electric field is off �E=0�, all terms associated
with Mp are set to zero in the numerical solution �6�.

Numerical Procedure
The governing equations were discretized using a control-

volume based finite difference scheme. Patankar’s SIMPLE algo-
rithm was used to solve the coupled heat transfer and MHD flow

Fig. 2 Two-dimensional view of the computational domain
problem �28�. The QUICK scheme of Hayase et al. �29�, coupled
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ith a modified upwind method proposed by Cao et al. �27�, were
mployed in the solution of the dimensionless enthalpy equation.
he remaining dimensionless equations were solved utilizing the
ower law scheme �28�.

The grid size dependency was examined for a series of three-
imensional grid systems. The mass circulation, solid/melt inter-
ace location �at the middle of the Y-Z planes�, and the computer
un time for the different grid systems were compared �see Table
in Ref. �6��. After careful examination, a 42�42�22 grid sys-

em was selected for the numerical simulations. A similar practice
as also exercised to determine a suitable time step. A value of
.001 dimensionless time step yield results within 0.22% of the
ata obtained with 0.0001 time step but with 400% less CPU run
ime effort �6�.

xperimental Apparatus
The experimental system consisted of: three heating/cooling

ater circulators, the test cell, the magnetic system, and the diag-
ostic system. A description of these components and the configu-
ations will be presented in the following sections.

The heating/cooling circulators provided preset constant tem-
erature water for the copper sidewalls of the test cell. A set of
lumbing network was built to switch the sidewalls from one bath
irculator to the next for rapid temperature conditioning. For ex-
mple, suppose Tank 1, Tank 2, and Tank 3 are set at Th �hot�, Tc
cold�, and Tm �melting temperature�, respectively; by closing and
pening a few valves, one can switch a sidewall temperature from
nitial Tm to higher temperature Th—or in reverse—in a matter of
econds.

The three-dimensional �3D� view of the test cell, without its
idewalls, is shown in Fig. 3. The cavity had a cross-section di-
ension of 30 by 30 mm and it was 60 mm long. The sidewalls

shown in Fig. 4� were made of copper and the other four walls
ere fabricated from Plexiglas. The front and back walls were

arefully polished to provide highly transparent windows for cap-
uring the photographs. Three rows of fine-gauge type-E thermo-
ouples were embedded on both top and bottom walls. One row
as at the center and the other two rows were placed adjacent to

he front and back windows, respectively. �The bottom rows can
e seen in Fig. 3.�

Gallium was chosen as the working fluid, which has a moderate
elting temperature of 29.78°C. The density of liquid gallium is

reater than that of solid phase. To accommodate the material
xpansion during solidification and subsequent contraction during
elting, a streamlined auxiliary cavity was machined into the

hick-Plexiglas-top wall near the “hot-copper sidewall.” As shown
n Fig. 3, the two smaller vent holes were used for air evacuation

ig. 3 The three-dimensional view of the test cell without its
idewalls
nd the larger vent hole connected the auxiliary cavity to the

ournal of Heat Transfer
atmosphere through a transparent Plexiglas tube 3 mm in diameter
�marked as “oil indicator”� was used as the gallium expansion/
contraction volume indicator from which the melt volume fraction
was obtained.

When copper walls were clean and free of nucleation sites,
gallium remained at the liquid state even when the wall tempera-
ture dropped below the gallium melting temperature �subcooling
effect�. To prevent this, a small hole was drilled on the top sur-
face, through the top wall, adjacent to the “cold-copper sidewall”
for inserting a needle containing solid gallium seed.

Each copper sidewall, shown in Fig. 4, was secured to the test
cell via eight 3 mm screws and sealed with a 1-mm-thick paper
gasket soaked in vacuum grease. The dimension of each copper
wall was 90 by 60 mm and 16 mm thick. A 10.7-mm-diameter
burrow with depth of 14 mm was machined at the back center of
each copper plate to house an ultrasound transducer. The first
5 mm length of each burrow was threaded to receive a penny cap
to secure the transducer. A 10 mm wide slot provided passage for
the transducer wire. The active surface of each copper wall, ex-
posed to the gallium, had dimensions of 30 by 60 mm and both
active surfaces were oxidized to prevent gallium attack. Constant-
temperature water circulated in an 11 mm deep cavity, machined
onto the back of each copper wall that was covered with a thin
copper plate by soldering means �Fig. 4�. The circulating water
entered from two side inlets and exited from a single top outlet.
Three thermocouples, strategically placed near the active surface
of each copper wall, measured the surface temperature and veri-
fied its isothermal condition.

The magnetic system consisted of Walker Scientific electro-
magnet poles �model VF-7H�, powered by the Walker Scientific
dc power supply �model HS-1365-4SS�, and the system was ther-
mally conditioned by the Neslab Merlin series temperature bath
�model M150�. With the capacity of the power supply, 50 dc A,
and within 65 mm air gap, the magnetic system provided an
0.88 T stable field. Best linear performance was achieved within
the range of 0–0.6 T.

The magnetic field measurement was carried out by a Walker
Scientific gauss meter �model MG-4D� equipped with a hall probe
�model HP-3450S-20�. Within the air gap, the field was measured
at three different cross sections, �i.e., near each pole piece and at
the center of the air gap�. At each cross section, five measuring
points were selected, one at the center of the pole and the other
four were near the pole perimeter placed at a 90 deg incremental
angle. The measurements were in Tesla and the probe had an
accuracy of ±0.05% of reading. Frequent calibration measure-
ments showed that the magnetic field uniformity was better than
99%.

The measuring system consisted of an ultrasound diagnostic

Fig. 4 Photograph of the copper walls
system, temperature data acquisition, and image capturing system.
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he thickness of the liquid �or solid� phase at the center of the
idewall was determined by the ultrasonic pulse propagation tech-
ique. The solid and liquid phases, separated by the interface,
ave different acoustic properties which can be used, with proper
alibration, to measure the thickness of each phase within resolu-
ion proportional to the pulse wavelength. Ultrasonic pulses in the

MHz range are commonly utilized for these types of measure-
ents. In practice, this diagnostic technique has been applied in

ulse-echo mode, in transmission mode, or in angle beam shear
ave mode �23,24�. Pulse-echo mode is simpler to use and was

pplied by McDonough and Faghri �25�, but it has limitations. In
he first stage of this work, the acoustic properties of gallium were
ocumented and the effectiveness of each mode was evaluated.
he angle beam configuration was impractical due to its require-
ent of near optimum transducers spacing. Both pulse-echo and

hrough transmission modes were able to measure the solid thick-
ess only when the interface was near flat �conduction controlled
hase change�. When natural convection was present in the melt
egion and the interface was curved, the reflected signal was lost
nd pulse-echo mode became useless. Only through transmission
ode were we able to detect the interface position effectively.
The ultrasonic diagnostic system used in this work consisted of
computer-controlled pulser/receiver �Panametrics model 5800�,
digital oscilloscope �HP model 54600A�, a Pentium desktop

omputer with GPIB input-output �I/O� interface card, and a pair
f 5 MHz videoscan ultrasonic transducers �Panametrics model
110-RM�, configured in the through transmission mode as

hown in Fig. 5. Exploratory tests revealed that the magnetic field
ad no effect on the ultrasound transducer outputs.

The thermocouple signals, 47 in total, were measured by a 14
it National Instrument data acquisition system �NI PCI-6030E�
nd two thermocouple amplifiers �NI SCXI-1102�. The 47 chan-
els were scanned twice per second. The accuracy of temperature
easurement was within ±0.2°C.
Three high-resolution cameras �creative PD1170� were used to

apture the images of the front window, the back window, and the
il indicator level �i.e., volume expansion/contraction indicator�,
eparately. Liquid gallium has slightly different emissivity than its
olid phase and therefore, reflectivity. This difference in reflectiv-
ty can be augmented by using a florescent light source. As illus-
rated in Fig. 6, in the captured photos, the solid phase appears
arker than the liquid region. �The horizontal lines indicate the
enter line where sound wave passed through.� Later, each photo
as enhanced by IMAGE-Pro software, as shown in the right side
f the captured image in a distinct black and white format. The
rocessed images provided solid/melt interface profiles and solid/

Fig. 5 Illustration of ultrasound diagnostic method
iquid volume fractions.
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Experimental Procedure

Filling of Test Cell. Gallium, like most liquid metals, has large
surface tension and thus can trap gas during filling. Here, first the
test cell was filled with Meriam red oil fluid, a noncorrosive,
low-surface-tension fluid, and degassed. Then, gas free warm gal-
lium melt �at about 40°C� was slowly injected into the test cell
while allowing for Meriam fluid to escape through the expansion
cavity. Some Meriam fluid was allowed to remain inside the ex-
pansion cavity �also called the auxiliary volume� and was visible
through the vertical glass “oil indicator.” The presence of oil
served two purposes: �a� it protected the gallium from air expo-
sure; and �b� its column length inside the glass tube indicated the
global rate of phase change due to expansion, during solidifica-
tion, and contraction while PCM was melting.

Test Setup. After filling, the ultrasound transducers were
placed on the copper walls at their prepared positions using a
supplied thick honey as the coupling media. The transducers were
secured in place by tightening the penny screws. The test cell was
placed between the magnetic pole pieces and leveled. The water
delivery tubes were connected to the copper walls. The thermo-
couples were connected to the data acquisition system and tested.
The cameras were adjusted for best optical view and the ultra-
sound transducers were connected to the pulser/receiver device.

The three bath circulators were set for Th, Tc, and Tm, respec-
tively, for a typical test run. Both solidification and melting ex-
periments were initiated from the melting temperature, Tm. During
the initialization stage, both copper walls were thermally condi-
tioned by a single water circulator maintained at Tm. When the
temperature field reached the isothermal state, one of the copper
walls was switched to a different circulator. To solidify, the cold
side copper �opposite to the expansion cavity side� was switched
to the circulator set at Tc while the hot sidewall was kept at Tm.
When the solidification ended, the cold wall was switched back to
Tm until an isothermal state was again established. The melting
experiment initiated by switching the hot copper sidewall to Th
bath, while keeping the cold wall at Tm.

Due to the thermal inertia of the copper walls, there was a delay
of about 2–3 min for the wall to reach its steady-state tempera-
ture. Figure 7 presents a typical wall temperature response to a
sudden temperature change. The walls temperature responses
were recorded and applied as the boundary condition into the
numerical simulation.

As mentioned earlier, the images of the front and back windows
were captured frequently �every 5 s� and analyzed to acquire the

Fig. 6 Typical captured images and image enhancement
interface profile. The front and back images were very close; how-
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ver, to compute the phase volume fractions, the phase surface
ractions of both images were averaged and then from the aver-
ged interface profile, the volume fraction of each phase was cal-
ulated as a function of time.

The ultrasound transducer continuously detected the solid/melt
nterface at the center of the sidewalls. These measured thickness
alues were compared with the thickness data obtained from im-
ges and the numerical results. One such comparison is shown in
ig. 8. As seen there, the agreement between the two sets of
xperimental data and the numerical results is astonishingly close.

The changes in the height of the oil column traveling in the vent
ube are an excellent indicator of the changes in melt volume
ractions. The melt �or solid� volume fractions were obtained from

Vm =
�m��Voil�
��m − �s�

=
�mAtube��Hoil�

��m − �s�
�15�

ere, it is assumed that the interface profile is 2D �using the
veraged values�. This assumption was made after examining
ront and back images and reviewing the temperature data. �The
hermocouples embedded in the top and bottom walls indicated
hat the temperature field was practically independent of the test
ell depth z direction.� A comparison of melt volume fraction
btained by the oil level indicator and by image processing is
resented in Fig. 9. As seen there, the agreement is within 3%.
imilarly, for other experiments, the melting volume fraction was
alculated from oil indicator levels and the images and the results
ompared very well, indicating that the test cell was leak free and
orking well.

Fig. 7 Typical copper wall temperature response

ig. 8 A comparison of ultrasound, numerical, and image

ata: „FC… front window at center; „BC… back window at center

ournal of Heat Transfer
Experimental Uncertainty Analysis
The experimental results are presented by plotting the dimen-

sionless thicknesses of the interface position at different tempera-
ture boundary conditions and magnetic strength versus the dimen-
sionless time. The uncertainty is a product of the bias and
precision errors in measuring temperature, magnetic strength,
time, and processing captured images. The variable thermophysi-
cal properties and the heat losses through the assumed adiabatic
walls are also sources of error. However, since the gallium melting
temperature is close to the normal laboratory temperature, the heat
loss/gain to/from the surrounding air is not large and may not
affect the outcome substantially.

Stefan, Grashof, and Hartman numbers are the characteristic
parameters of this work. Both Stefan and Grashof numbers are a
function of wall temperature that is measured via embedded ther-
mocouples. The temperature measurement system was calibrated
to provide temperature data within ±0.2°C. This is less than 1%
of the measuring temperature range. The magnetic strength mea-
surement, which directly affects Hartman number, was accom-
plished within ±0.1%, but the magnetic field uniformity was about
99%. Hence, the overall uncertainty in magnetic field measure-
ment was mainly influenced by its nonuniformity of 1%. Interface
locations were obtained by analyzing the captured images taken at
5 s time intervals. Two cameras were triggered by two different
computers. The computer internal clocks were synchronized be-
fore each experiment. The high-volume image-data transfer lead
to a discrepancy between the two computer internal clocks at the
end of each test �the accumulated error depended on the time
period of the experiment�. This error in time management may
over- �or under-� estimate the melt thickness. Combining all said
sources of errors, the measurement uncertainty of this system was
estimated to be ±3%. Several experimental cases were repeated
and in all cases the repeatability of acquired data was better than
the uncertainty rate of 3%.

Results and Discussion
Experimental tests were carried out for three different catego-

ries: natural convection, solidification, and melting. In this paper
natural convection will be briefly discussed followed by a discus-
sion of the melting results. The influence of magnetic strength is
investigated and compared with numerical results.

Natural Convection. In this set of tests, the temperatures of
both copper walls were higher than the melting temperature of
gallium, Tm. With a temperature difference corresponding to
Gr.Pr2=2�103, temperature profiles at different magnetic field
are plotted in Fig. 10. The dimensionless parameters are as fol-

Fig. 9 Melt volume fraction: comparison of oil indicator and
image data processing
lows:
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X =
x

W
�16�


 =
T − Tc

Th − Tc
�17�

As can be seen in Fig. 10, when magnetic field �represented by
a� increases, the top and bottom surface temperature profiles
ecome closer and finally merge into a single straight line. From
a=0 to Ha=806, the dominating mode of heat transfer changes

rom a strong free convection to a simple heat conduction.
Unlike the previous results reported by authors for the painted

opper walls �30�, no noticeable thermal resistance was observed
or the oxidized copper surface. The data presented in Fig. 10 are
or the magnetic strength fields of 0 T, 0.1 T, 0.2 T, and 0.6 T,
orresponding to Ha=0, 134, 267, and 806, respectively.

Melting Results. After the test cell was fully solidified, it was
rought back to isothermal state at Tm. Then, the hot side copper
all was switched to a water bath having temperature Th�Tm and

he melting process began. In the following sections, the melting
esults presented belong to cases with �T=Th−Tm�10°C and the
agnetic strengths of 0 T, 0.1 T, 0.25 T, and 0.6 T.
For each case, the hot-wall temperature history �similar to that

hown in Fig. 7� was recorded and introduced to the numerical
ode as a boundary condition. The interface profiles obtained from
he captured images were compared with the numerical results.
The time history of the center point on the interface profile of
ach case compared very well with the ultrasound data. Therefore,
or clarity purposes, the curves belonging to the ultrasound were
emoved from these comparisons.�

Figures 11–14 present comparisons between numerical simula-
ions and captured image results for cases of �T=Th−Tm

10°C, �i.e., Ste�0.05 and Ra�90,000�, and for Ha=0, 134,
35, and 806, respectively. �Note: notations FT, FC, and FB mean
ront window, top, center, and bottom of images, respectively; and
T, NC, and NB mean the numerical profile at top, center, and
ottom, respectively.� As illustrated in these four figures, the nu-
erical simulations fit very well the results obtained from the

mages; the agreement is within �or better than� ±6%. Indeed, at
arger Hartmann numbers the numerical results are very close to
he experimental data, which means when natural convection is
ampened and the melt/solid front is relatively flat, the enthalpy
ethod used in the numerical code �6� predicts the test results

uite accurately. On the other hand, when free convection is
trong, the melting rate is comparatively large, and the interface is
urved, the numerical model with approximations such as con-
tant thermophysical properties in each phase, neglecting the vol-

Fig. 10 Natural convection: effect of Hartmann number
me contraction of the solid material undergoing the melting pro-
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cess, may affect the flow field in the melted region. Also, the grid
resolution limitations, due to computation power, may contribute
to small differences between experimental and numerical results
at low Hartmann numbers when free convection flows are strong.
In addition, when melting rate is large, the errors associated with
time management of the captured images tend to overstate the
differences existing between experimental and numerical results.

As shown in this work, two dimensionless parameters play ma-
jor roles: they are Hartmann number �Ha� and Stefan number
�Ste�. The role of Stefan number in phase change processes has
been well established, especially for conduction controlled melt-

Fig. 11 Melt thickness at top, center, and bottom: comparison
of experimental and numerical results „Ha=0…

Fig. 12 Melt thickness at top, center, and bottom: comparison
of experimental and numerical results „Ha=134…

Fig. 13 Melt thickness at top, center, and bottom: comparison

of experimental and numerical results „Ha=335…
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ng and/or solidification. The role of Hartmann number is not yet
lear on phase change rate. Indeed larger magnetic field will
ampen the convective flows and will alter the shape of the melt/
olid interface as illustrated in Fig. 6. However, its effect on over-
ll melting rate is not overly remarkable as seen in this study. To
xamine this, the melting rates of the experiments reviewed in the
revious discussion were computed and the results of all four tests
re plotted in a single graph for comparison as shown in Fig. 15.
s seen there, at shorter time periods where melt thickness is

mall, all melting rates are similar. As the melt thickness increases
at longer time periods�, only the case of Ha=0 separates from the
ther three cases that were under magnetic influence. �Of course,
s melt thickness increases, free convection will become stronger
nd melting rate should increase as the case of Ha=0 indicates.� It
as expected that we would see a similar behavior for smaller
artman numbers such as Ha=134 which did not exhibit such
ehavior.

onclusion
The experimental results have illustrated that the melt/solid in-

erface is significantly affected by the presence of a magnetic
eld. When a magnetic field is present, the overall melting rate
ecreases compared with zero field. However, the relation be-
ween the strength of the magnetic field and the melting rate is not
et clear. The experimental data compared very well with the
umerical simulations, giving confidence that the assumptions
ade in the numerical modeling are valid.

ig. 14 Melt thickness at top, center, and bottom: comparison
f experimental and numerical results „Ha=806…
Fig. 15 Hartman number effect on the melting rate
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Nomenclature
Av  cross-section area of the venting hole, m2

B  magnetic field, T
B0  applied magnetic field, T
C  specific heat, J / �kg K�
E  applied electric field, V
g  gravity acceleration, m/s2

Gr  Grashof number
h  latent heat, J/kg
H  height of the test cell, m

Ha  Hartmann number
J  electrical current density, A/m2

k  thermal conductivity, W/ �m K�
L  depth of the test cell, m

Mp  electromagnetic pressure number
Pr  Prandtl number
Ra  Raleigh number

Rem  magnetic Reynolds number
Ste  stefan number

t  time, s
T  temperature filed, K
U  velocity vector, m/s
V  melting volume fraction
W  width of the test cell, m
X  dimensionless interface front

Greek Symbols
�  thermal diffusivity, m2/s
�  electrical conductivity, 1 /m
�  viscosity, kg/ �m s�
�  kinematic viscosity, m2/s

  dimensionless temperature
�  density, Kg/m3

	  dimensionless time
�  thermal expansion coefficient, 1/K

Subscripts
c  cold side
h  hot side
m  melting or liquid phase
o  oil indicator
s  solid phase

w  wall condition
x ,y ,z  system coordinates

X ,Y ,Z  dimensionless coordinates, �x /W, y /W, and
z /W, respectively�
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edistribution of the total energy of a fluid in motion, which is
alled “energy separation,” has been observed in various flow
ituations. Understanding the underlying mechanism of this inter-
sting phenomenon has been limited due to lack of the temporal
nformation on flow and temperature fields. In the present study,
umerical simulation of a viscous circular jet was performed to
rovide detailed temporal information on pressure, vorticity, and
otal temperature fields. Nondimensionalized governing equations,
ncluding mass, momentum, and total energy conservation equa-
ions, were simultaneously solved by an equal-order linear finite
lement and fractional four-step method. The results show that the
ormation and transport of vortices induce a pressure fluctuation
n the flow field. The fluid, which flows through the disturbed
ressure field, exchanges pressure work with the surroundings,
nd gains or loses total energy. This work exchange leads to
igher and lower total temperature regions than the surroundings.
n addition to the presence and movement of the vortices, the
esults indicate that the vortex-pairing process significantly inten-
ifies the pressure fluctuation and corresponding total temperature
ifference. This implies that the vortex-pairing process is a very
mportant process in intensifying energy separation and might ex-
lain the enhancement of energy separation in a jet using acoustic
xcitation. �DOI: 10.1115/1.2709973�

eywords: energy separation factor, jet flow, numerical analysis,
ortex pairing, pressure fluctuation

ntroduction
“Energy separation” is the redistribution of the total energy in a

owing fluid without external work or heat, so that some portion
f the fluid has higher and other portion has lower total energy

1Corresponding author’s present address: Department of Mechanical and Aero-
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�temperature� than the remaining fluid. Since this interesting phe-
nomenon was observed in a vortex tube �so-called Ranque-Hilsch
tube� in the 1930s, many researchers have reported that energy
separation could be observed in various flow situations including
free jet �1–3�, impinging jet �4�, and flows across a circular cyl-
inder �5–7�. Although theoretical and numerical models of energy
separation in vortex tubes have been developed in several recent
studies �8–10�, those for flows with moving vortices are still lim-
ited.

Eckert �11� proposed a theoretical model of energy separation
in a flow with moving vortices considering the significance of
various terms in total energy conservation equation. He suggested
the pressure fluctuation within a flow field caused by moving vor-
tices was a key mechanism of total energy redistribution as well as
the imbalance between the energy transport by viscous shear work
and by heat conduction. Unlike the energy separation due to shear/
conduction imbalance, the energy separation due to the pressure
fluctuation has time-dependent characteristics associated with the
movement of vortices. Kurosaka et al. �5� proposed a detailed
model of total temperature variation around a transporting vortex
in a vortex street. Though most previous studies were based on
time-averaged temperature measurements, research on the instan-
taneous mechanism of energy separation is essential to under-
standing the phenomena due to the pressure fluctuation. A few
numerical studies were performed to investigate the instantaneous
mechanism. Fox et al. �1� performed a numerical analysis of en-
ergy separation in an inviscid and non-heat-conducting jet and
investigated the mechanism of energy separation induced by vor-
tex motion only. Han and Goldstein �12� carried out a numerical
analysis for a plane shear layer by solving the two-dimensional
Navier-Stokes equations.

In the present study, the mechanism of energy separation was
numerically investigated in a viscous and heat-conducting circular
jet flow. The energy separation by the pressure fluctuation as well
as that by the shear/conduction imbalance was investigated with
various Reynolds numbers �ReD�. The results provide physical
insights on the instantaneous mechanism of energy separation.

Mathematical and Numerical Formulation
A jet with a very thin initial shear layer ��o� exited a circular

nozzle with velocity of Ue and total temperature of Tt,o into a
stationary fluid at the same total temperature as shown in Fig. 1.
The governing equations were mass conservation, unsteady
Navier-Stokes equations, and total energy conservation equation.
With the assumptions of axisymmetry, and incompressible and
constant properties with viscosity � and thermal diffusivity �,
these equations were simplified and nondimensionalized based on
Ue and the nozzle diameter D. For energy conservation, the en-
ergy separation factor, S= �Tt−Tt,o� / �Ue

2 /2cp�, was introduced as a
nondimensional temperature and the total energy conservation
equation was rewritten in terms of S with ReD=UeD /� and Pr

=� /�. Using the axisymmetry and boundary layer assumptions,
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he energy conservation equation was reduced as follows:

DS

Dt
=
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+
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ReDPr
�2S +

2

ReD
�1 −

1
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�
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� �1�

An equal-order finite element and fractional four-step method
as adopted to discretize and solve the governing equations si-
ultaneously. Detailed discretization and solution algorithm were

escribed in �12,13�. Briefly, the Petrov-Galerkin weighted re-
idual formulation was performed for each governing equation by
ultiplying weight functions and integrating over an arbitrary do-
ain. These equations were applied to finite elements and dis-

retized using the equal-order linear finite element method, where
ll variables of the elements were evaluated by the linear interpo-
ation of all node values. Then, the equations were integrated in
ime using a fractional four-step method. For flow field calcula-
ion, the intermediate velocity �ûi� was first calculated from the

omentum equation. Then, the pressure was obtained from the
ass conservation using the intermediate velocity, and the veloc-

ty �ui
n� was corrected by the pressure. At all nodes, a convergence

riterion �	ui
n− ûi	�1�10−4� was satisfied at each time step.

hen the flow field was calculated, the discretized total energy
quation was solved for the nondimensional total temperature.

At the inlet plane, a velocity profile with a thin initial shear
ayer was employed for the streamwise velocity as shown in Fig.
. The ratio of initial shear layer thickness to the diameter of the
et, �o /D, was assumed to be 1/30, close to the value in experi-

ental studies including Seol �14�. Within the initial shear layer,
mall disturbances were introduced in the radial velocity compo-
ent. Through stability analysis of inviscid flow with the same
elocity profile at x=0, the most unstable frequency and two sub-
armonic frequencies were selected as the disturbance frequen-
ies. Along r=0, axisymmetric boundary conditions �� /�r=0� are
dopted for all variables. At the outlet �x=15�, a convective
oundary condition is employed. This condition simulated con-
ective transport due to vortices passing across the outlet plane as
hown in Fig. 1. This condition was employed to minimize the
istortion and perturbation by the reverse flow associated with
ortices as described in �15�. The following conditions were im-
osed in the computational domain as initial conditions:

u�x,r,0� = 0.5�1 − tanh�D

�o
�2r − 1���

and v�x,r,0� = S�x,r,0� = 0 �2�

A grid of 120 in the x-axis and 76 in the r-axis was used. For
etter results, more grid points were located along the axis of r
0.5 as shown in Fig. 1. The grid-dependence check was per-

Fig. 1 Schematic diagram of the com
of the computational domain. � at x=1
ormed by comparing the calculated velocity fields of 120�76

78 / Vol. 129, APRIL 2007
and 240�152 grids when ReD=1.0�103. Calculations were per-
formed with three different Reynolds numbers: 1.0�103, 2.0
�103, and 1.0�104 with Pr=0.7. The simulation was performed
until all initial conditions were washed away and periodic velocity
and pressure variations were confirmed.

The accuracy of the developed numerical code was tested for
both flow velocity and total temperature calculation. The accuracy
associated with the flow velocity calculation was checked by com-
paring the computational results to experimental measurements
�16,17�. The total temperature calculation was validated by calcu-
lating the difference between total energy flow at given axial lo-
cations with that at the inlet of the computational domain. The
calculation using time-averaged velocity and total temperature at
several axial locations showed that the difference was 0.001% of
the total energy at the inlet for ReD=1.0�103.

Results and Discussion
The instantaneous distributions of vorticity ��=�v /�x−�u /�r�,

pressure and total temperature for ReD=1.0�103 at two different
time steps �t=45 and 46.5� are shown in Fig. 2. In the vorticity
distributions, the “well-known” coherent ring vortical structure of
a circular jet and corresponding interactions �i.e., the roll up and
pairing of the vortices� are confirmed. At t=45, pairing of two
neighboring vortices begins around x=3 so that the upstream vor-
tex rolls the downstream one. At t=46.5, the roll up continues and
the two vortices merge into a larger vortex near x=4. After the
merge, the vorticity decreases downstream. In the pressure distri-
butions, alternating local maxima and minima are observed—
lower pressure near the center of vortices and higher pressure
between the vortices. This alternating pressure variation is caused
by the presence of the coherent vortical structure, and fluid flow-
ing through this pressure field will be compressed or expanded
along its path line. Through these compression and expansion pro-
cesses, the fluid exchange pressure work with the surrounding
fluid, which may result in redistributed total energy in the flow
field.

The total temperature distributions clearly show the redistribu-
tion of total energy—higher total temperature in the lower half of
the vortices and lower total temperature in the upper half of the
vortices. This redistribution can be explained by considering the
motion of fluid and the change of local pressure as proposed in
�5,12�. When stationary fluid is entrained into the jet, it is en-
trained through the rear half of vortices and then flows through the
lower half of the vortices. The local pressure at the lower half
increases with time �i.e., �p /�t�0� since fluid with higher-
pressure approaches from the upstream. Thus, the fluid is com-
pressed and gains energy from the surrounding fluid. On the con-
trary, the fluid entrained out through the front half of the vortices
experiences pressure decrease and loses energy to the surrounding

ational domain and grid near the inlet
epresents either u, v, or S.
put
fluid.
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Although the mechanism of the total energy redistribution is
imilar to that of a plane shear flow, the relative locations of high
nd low total temperature regions are different. As shown in Fig.
, the axial locations of high and low total temperature regions are
ligned. As shown in �12�, however, hot and cold regions are

Fig. 2 Instantaneous vorticity, pressu
tion for ReD=1.0Ã103: „a… at t=45 and „
xially staggered in a plane shear flow. This different axial align-

ournal of Heat Transfer
ment is thought to be caused by the difference in path lines of
each flow situation, but further research is necessary to verify. In
addition to the alternating pressure variation, the vortex merging
process, which is observed near x=4, induces intensified pressure
fluctuation as shown in the pressure contour at t=46.5. The cor-

and energy separation factor distribu-
t t=46.5
re,
responding total temperature difference between hot and cold re-
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ions is also intensified after the pairing. Similar intensification
as also observed in a numerical simulation of a plane shear flow

12�.
Time-averaged energy separation factor profiles are presented

t Fig. 3. At very near the nozzle exit �x=0.1�, no significant
nergy separation is noted regardless of Reynolds numbers. At x
0.5, total temperature becomes higher than the surrounding at
=0.5 and lower near r=0.55 when ReD=1.0�104. This total
nergy redistribution patterns are observed in lower Reynolds
umber cases at further downstream. At x=1, higher total tem-
erature near r=0.5, and lower total temperature around r=0.6 are
redicted for all Reynolds numbers studied. This total energy re-
istribution pattern agreed with time-averaged experimental mea-
urements in �1,2�. As observed in the experimental studies, the
resent simulation showed that the magnitude of energy separa-
ion in the lower total temperature region is much larger than that
f the higher total temperature region. The calculated result also
hows that the extent of energy separation is intensified with ReD
o that the time-averaged energy separation factor has a minimum
f −0.3 when ReD=1.0�104. At x=2, the difference between
igher and lower total temperature regions continues to increase.

onclusion
A computational code using an equal-order finite element and

our-step fractional step method was developed to study energy

Fig. 3 Time-averaged energy separation factor d
=0.1, „b… x=0.5, „c… x=1.0, and „d… x=2.0
eparation in an axisymmetric jet flow with three different Rey-

80 / Vol. 129, APRIL 2007
nolds numbers: 1.0�103, 2.0�103, and 1.0�104. The result
clearly illustrates the presence of instantaneous energy separation
and provides insightful information to understand its mechanism.
The result shows that the transport of vortical coherent structure
induces pressure fluctuation in the flow field, a fluid flowing
through the disturbed pressure field may exchange pressure work
with the surrounding fluid, and, consequently, separates into
higher and lower total energy regions. In addition to the move-
ment of vortices, vortex pairing significantly increases the pres-
sure fluctuation in the flow field and may intensify the energy
separation.
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hermal hydraulics related to the design of the spallation target
odule of an accelerator-driven subcritical system (ADSS) was

nvestigated numerically using a streamline upwind Petrov-
alerkin (SUPG) finite element (FE) method. A large amount of
eat is deposited on the window and in the target during the
ourse of nuclear reaction between the proton beam and the mol-
en lead-bismuth eutectic (LBE) target. Simulations were carried
ut to predict the characteristics of the flow and temperature fields
n the target module with a funnel-shaped flow guide and spheri-
al bottom of the container. The beam window was kept under
arious thermal conditions. The analysis was extended to the case
f heat generation in the LBE. The principal purpose of the analy-
is was to trace the temperature distribution on the beam window
nd in the LBE. In the case of turbulent flows, the number of
ecirculation regions is decreased and the maximum heat transfer
as found to take place downstream of the stagnation zone on the
indow. �DOI: 10.1115/1.2709972�

eywords: ADSS, spallation target, finite element method, SUPG,
hermal hydraulics

Introduction
In the near future, the accelerator-driven subcritical nuclear re-

ctor system will play a significant role in nuclear power genera-
ion owing to its ability to enhance both the neutronics of reactors
nd safety physics �1�. The target system is the critical part of an
ccelerator-driven subcritical system �ADSS�, which is shown in
ig. 1. In the target system, a high-energy proton beam from the
ccelerator irradiates a heavy metal target to produce spallation
eutrons, which initiate fission reaction in the subcritical core. The
rotons are induced on the target through a vacuum pipe closed by
window at the end. Therefore, the beam window is exposed to a
uge amount of thermal and mechanical load and suffers from
adiation damage due to spallation neutrons. A lead-bismuth eu-
ectic �LBE� is preferred as the target material owing to its high
roduction rate of neutrons, effective heat removal rate, and very
mall amount of radiation damage. In addition, it can be used
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simultaneously as a reactor coolant. Hence, the spallation target
module is the most innovative component of ADSS, which con-
stitutes the physical interface between the accelerator and the sub-
critical core.

Although it is relatively easy to remove the total spallation heat
by the LBE, what is crucial is that this has to be achieved without
the target temperature exceeding the stipulated temperature in any
region of the flow. There should not be any recirculation or stag-
nation zones leading to hot spots, inadequate window cooling,
generation of vapors, etc. This necessitates detailed flow analysis
in the spallation region, the flow region near the entrance of the
annular zone along with the temperature distribution on the win-
dow.

There are two possibilities for examining the thermal-hydraulic
behavior of a liquid-metal spallation region. The first option is to
build a full-sized target and install it in a proton beam, suitably
supplied with coolant under design conditions and instrumented.
The second option is to simulate such a target using a state-of-the-
art computational fluid dynamics �CFD� tool. This latter approach
has been accomplished using a finite element �FE� streamline up-
wind Petrov-Galerkin �SUPG� technique �2�: axisymmetric time-
dependent governing equations are solved.

Investigations concerning the development of the target system
of an ADSS have been summarized by Maiorino et al. �3�. A
review of the recent literature reveals that there have been few
investigations focusing on the design of the target system of an
ADSS. Dury et al. �4� analyzed the spallation zone near the beam
window of the European Spallation source liquid-metal target fa-
cility numerically using CFX-4. They considered liquid mercury as
the spallation target. Cho et al. �5� computed the heat transfer and
flow characteristics in a simplified version of the target system
model called HYPER using ANSYS and CFX packages. Whereas
there is a circular flow guide in the target model considered by
Dury et al. �4�, there is no such flow guide in the model studied by
Cho et al. �5�. Recently, window-based target modules, such as
XADS �6�, with funnel-shaped flow guides have been proposed. In
this model, the downcomer part of the ADSS is separated from the
riser part by using a flow guide. The flow takes a 180 deg turn
around the tip of flow guide.

In this work, we consider the entire target system of ADSS with
a funnel-shaped flow guide �see Fig. 1�. Furthermore, we account
for the high-energy proton beam impingement on the window
surface by introducing appropriate thermal boundary conditions
on the window. In view of the continuous proton beam impinge-
ment, the window surface may also be assumed to be isothermal
for some situations. Also, we account for the heat generation in
LBE based on FLUKA �7� data. The two-equation k-� model with
the wall-function approach is used for analyzing turbulent flows.
An in-house SUPG-FE code based on the projection scheme of
Chorin �8� was developed and validated. Simulations were carried
out to analyze the flow and heat transfer characteristics in the
target system of an ADSS for a wide range of Reynolds numbers.

2 Governing Equations and Boundary Conditions

2.1 Governing Equations. The flow is considered to be vis-
cous, incompressible, and turbulent. The Reynolds analogy is ap-
plied to calculate the turbulent heat transfer. The geometry of
interest is axisymmetric. The computational domain shown in Fig.
1 is discretized using small quadrilateral elements. All variables,
including the velocity components, pressure, temperature, kinetic
energy, and dissipation rate, are located at element nodes. The
dimensionless equations governing the axisymmetric mean flow
�9,10� are as follows:

Continuity Equation

1
�

�
�x�u� +

�v
= 0 �1�
x �x �y
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x�� �

�xi
�x��eff� �ui

�xj
+

�uj

�xi
�	

−
2��1j�effuj

xi

 �2�

here p is the pressure, uj are the radial and axial mean velocity
omponents, respectively, and xi the radial and axial coordinates,
espectively. The index � is unity for the axisymmetric cases. The
quations describing two-dimensional planar flows can be ob-
ained from Eqs. �1� and �2� by setting �=0. The effective turbu-
ent viscosity �eff= �1+�t,n� is calculated using the �k-�� model of
urbulence �10,11�

�eff = 1 + c� Re
kn

2

�n
�3�

Transfer of the dimensionless turbulent kinetic energy kn, its
issipation rate �n and the temperature distribution � are modeled
s follows:

k Equation

�kn

��
+ u

�kn

�x
+ v

�kn

�y
=

1

x�

1

Re
� �

�x
�x��t,n

�k

�kn

�x
� +

�

�y
�x��t,n

�k

�kn

�y
�	

Fig. 1 Physical domain of the target sy
+ Gn − �n �4�

ournal of Heat Transfer
� Equation

��n

��
+ u

��n

�x
+ v

��n

�y
=

1

x�

1

Re
� �

�x
�x��t,n

��

��n

�x
� +

�

�y
�x��t,n

��

��n

�y
�	

+
�n

kn
�C1�Gn − C2��n� �5�

Energy Equation
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+
�
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�x��1 + 	t,n�

��

�y

 + S�	 �6�

where S� is the heat generation source term and Gn is the turbu-
lence production term.

Finally, �t,n and 	t,n can be written as

�t,n = C� Re
kn

2

�n
	t,n = C� Re

Pr kn
2

�t�n
�7�

where the model coefficients are C�=0.09, �k=1.0, ��=1.3, �t
=0.9, C1�=1.44, and C2�=1.92.

The pertinent nondimensional parameters are

Reynolds number, Re =
V0D

�

of an ADSS with boundary conditions
and
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Prandtl number, Pr =
�

	

here D is the characteristic length, � is the kinematic viscosity, 	
s the thermal diffusivity, and V0 is the mean inlet velocity.

2.2 Boundary Conditions. The detailed analysis of molten
BE flow in the laminar and turbulent regimes are considered.
he boundary conditions of interest for the laminar flow are

• Inlet section: u=0, v=v�x�; �=0
• Symmetry boundary u=0, �v /�n=0; �� /�n=0
• No-slip wall u=v=0

Along the beam window �=1.0 �constant temperature� or
�� /�n=1.0 �constant heat flux�

For other walls �� /�n=0 �thermally insulated�
• Outlet section: �u /�n=�v /�n=0; �� /�n=0

where n represents the normal direction to the surface. Non-
dimensionalization of the energy equation for the constant
heat flux case is applied with respect to the dimensional
uniform heat flux on the beam window. However, the final
form of the energy equation remains the same.

For the turbulent flows, the standard k-� turbulence model has
een used. The standard k-� relies on the high Reynolds number
ssumption, which is not valid very near the wall where the vis-
ous effects are predominant. The wall-function approach was fol-
owed to model the near-wall region �11�. In this approach, the
ow near the solid boundaries is not solved for, but is assumed to
bey the law of the wall. The tangential velocity and turbulence
uantities are then specified. The estimation of wall shear stress
ased on the finite element method is adopted according to Benim
nd Zinser �12�. The conditions for velocity and temperature can
e specified in the following way:

• Inlet plane

v = v�x�; u = 0

kn = 1.5I2; �n�x� =
kn

3/2C�
3/4


x
for x � ��/
�

=
kn

3/2C�
3/4

�xp
for x  ��/
�

� = 0 �8�

where v�,n is nondimensional friction velocity, x+ is given by
xv� /�, I is the turbulent intensity, 
=0.42, which is known
as the von Kármán constant, � is a constant prescribing the
ramp distribution of the mixing length in boundary layers
and is equal to 0.09 and E=9.743. The boundary conditions
at the outlet and the confining walls are given as follows:

• Symmetry boundary u=0, �f /�n=0; f = �v ,� ,kn ,�n�
• Outlet section �f /�n=0; f = �u ,v ,� ,kn ,�n�

The wall functions due to Launder and Spalding �11� are used
o mimic the near-wall region for the no-slip walls. For xp

+

11.63,

�w,n
y =

vpC�
1/4kn,p

1/2


ln�Exp
+�

�9�

here xp
+=xp ReC�

1/4 kn,p
1/2. The subscript p refers to the first grid

oint adjacent to the wall. Efforts were made �grid size chosen� to
etain xp

+ closer to 20 in most of the computations.
Instead of using Eqs. �4� and �5� near the wall, kn, �n at point p
re computed from

84 / Vol. 129, APRIL 2007
kn,p =
v�,n

2

C�
1/2 ; �n,p =

v�,n
3


xp
�10�

where v�,n is the friction velocity is given as v�,n=C�
1/4kn,p

1/2

3 Grid Generation, Solution Technique, and Code
Validation

The computational grid of the target system is generated using
an algebraic method, smoothed, and clustered by the elliptic par-
tial grid generation technique using Poisson’s equations. A SUPG
finite element method �2� has been used to discretize and solve the
governing conservation equations. The pressure-velocity iterations
follow the method due to Harlow and Welch �13�. The entire
procedure has been documented in Maji and Biswas �14� and in
the recent work of Prakash et al. �15�. The code validation for the
turbulent flow was accomplished through comparison of the pre-
dictions for fully developed pipe flow to experiment and to pre-
dictions of other investigations. The predicted turbulent kinetic
energy and its dissipation rate were compared to the results of
Laufer �16� and Hutton and Smith �17�. The results shown in Fig.
2 are in good agreement with the experimental �16� and numerical
�17� results.

The following three meshes are considered for the grid sensi-
tivity analysis: �i� 33 grid points in the cross-stream direction
�247 grid points in the streamwise direction having 8151 nodes
and 7872 elements, �ii� 51 grid points in the cross-stream direction
�307 grid points in the streamwise direction with 15,657 nodes
and 15,300 elements, and �iii� 69 grid points in the cross-stream
direction �367 grid points in the streamwise direction with

Fig. 2 „a… Fully developed pipe flow results „kinetic energy… for
Re=500,000 and „b… fully developed pipe flow results „dissipa-
tion rate… for Re=500,000
25,323 nodes and 24,888 elements.
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As one moves from coarse grid to fine grid, the maximum
eviation in the Nusselt number for Re=500 calculated along the
eam window is found to be �1.01%. Hence in the present study,
grid consisting of �51�307� nodes was chosen for all compu-

ations.

Results and Discussion

4.1 Flow and Heat Transfer Characteristics of Laminar
lows. Figure 3 shows streamline patterns for the flow field ob-

ained with Re=500, 700, and 1000. At Re=500, a primary vortex
s observed near the inlet section along the guide due to sudden
xpansion of the flow domain. In addition, there are recirculation
egions near the 180 deg turn and also near the exit along both the
eam window and the flow guide. Secondary recirculation zones
re observed in the stagnation region at the bottom of the down-
omer section of the target system along the axis of symmetry and
long the solid wall prior to the first change of curvature in the
eometry of the target system. At Re=700 and 1000, although the
rimary vortex bulges, the reattachment length decreases owing to
he increasing velocity field. The pressure developed at the inner
dge of the bend of the separating wall will decrease with increas-
ng Reynolds number, which will influence the reattachment
ength. Also, with increasing velocity, while the secondary recir-
ulation zone in the stagnation region becomes prominent, the
econdary recirculation zone, along the solid wall, becomes
horter and drifts upstream. For all Reynolds numbers, pressure
Fig. 4� is seen to increase near the zone of sudden expansion
mmediately after the inlet. Subsequently, it decreases uniformly
ear the bend. The pressure drop, and thereby the pressure gradi-
nt, are very high in the stagnation zones. Thereafter, the pressure
ecovers up to the convex downstream of stagnation zone, where
he secondary recirculation zone occurs, and finally attains atmo-
pheric pressure at the exit plane. One of the assumptions in this
ork is the constant properties of the working fluid. The Prandtl
umber of this study is 0.02. The temperature contours on the
eam window for the isothermal boundary for different Reynolds
umbers are shown in Fig. 5. In the case of low-Prandtl-number
uids, the thermal boundary layer grows faster than the velocity

ig. 3 Streamlines for „a… Re=500, „b… Re=700, and „c… Re
1000
oundary layer. The thermal diffusivity dominates over the mo-

ournal of Heat Transfer
lecular diffusivity. The thermal boundary layer, which is seen to
manifest along the window, becomes sharper with increasing Rey-
nolds number.

4.1.1 Calculation of Local Nusselt Number, Skin Friction Co-
efficient, and Coefficient of Pressure. The local skin friction coef-
ficient and the local Nusselt number based on the inlet tempera-
ture of the stream are defined in nondimensional form as

Cfs =
2

Re

�U

�n
NuS = −

��

�n

where n denotes the direction normal to the window, S is the
streamwise distance along the beam window, U is the nondimen-
sional velocity component tangential to the wall, and � is the
dimensionless temperature.

Figure 6 compares the Nusselt number distribution based on the
inlet temperature �T�� along the beam window of the target sys-
tem of an ADSS for the above-mentioned Reynolds numbers. It
was observed that the Nusselt number increases initially and then
decreases. This is in agreement with the observed trend of varia-
tion of the thermal boundary layer. Finally, the Nusselt number
increases near the exit plane because of recirculation of flow in
the window region near the exit. The Nusselt number increases
with increasing Reynolds number. Figure 7 shows the Cf �Re
variation along the surface of the window. It is evident that Cf
�Re remains constant along the leading edge of the window and
then decreases at the exit. The peak value of Cf �Re increases
with increasing Reynolds number. Also, the spatial location of the
occurrence of peak values shifts toward the trailing edge of the
beam window with increasing Reynolds number. These effects

Fig. 4 Pressure contours for „a… Re=500, „b… Re=700, and „c…
Re=1000
may be attributed to the combined influence of the curvature ef-

APRIL 2007, Vol. 129 / 585
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ect, the presence of a prominent vortex, and the change from
ree-slip to no-slip boundary from the leading edge of the window.

4.1.2 Calculation With Heat Generation. Initially, the simula-
ions are carried out with the presumption that the liquid metal is
onabsorbing. Currently, the liquid metal �LBE� is considered to
e energy absorbing with the heat generation, source term in Eq.
6� taken into account. The kinetic energy of the proton beam is
onverted into heat energy. The heat generation function on the
iquid metal was developed using data from the FLUKA code for a

GeV proton beam �7�. The isotherms calculated, including heat
eneration in the LBE with constant window surface temperature
long the beam window, are shown in Fig. 8. Unlike for the non-

ig. 5 Temperature contours for constant temperature along
he beam window „enlarged view of beam window:… „a… Re
500, „b… Re=700, and „c… Re=1000

ig. 6 Nusselt number for constant temperature along the

eam window: „a… Re=500, „b… Re=700, and „c… Re=1000

86 / Vol. 129, APRIL 2007
reacting case, here the influence of proton beam bombardment on
the window is observed not only downstream of the window but
also upstream of it as far as the tip of the flow guide. However, the
peak temperature value lies along the beam window.

4.2 Flow and Heat Transfer Characteristics of Turbulent
Flows. Figure 9 show the streamlines for three different Reynolds
numbers: �a� Re=14,1340, �b� Re=282,690, and �c� Re
=565,380. The velocities corresponding to Re=141,340, Re
=282,690, and Re=565,380, are 0.1716 m/s, 0.3423 m/s, and
0.6823 m/s, respectively. These velocities are in the operational

Fig. 7 CfÃRe along the beam window: „a… Re=500, „b… Re
=700, and „c… Re=1000

Fig. 8 Temperature contours for heat generation in LBE and
constant window surface temperature along the beam window:

„a… Re=500, „b… Re=700, and „c… Re=1000

Transactions of the ASME
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ange of a class of target system. Streamline plots show that there
s a flow separation and reattachment near the convex bend and
he size of the separated eddy decreases with increase in the Rey-
olds number. Near the beam window, the fluid experiences con-
ex flow followed by concave flow, whereas the opposite occurs
or flow along the guide near the exit plane. It has been observed
or flows with curvature the quantity u�v� first increases and then
ecreases in magnitude on the beam window, whereas the oppo-
ite occurs on the flow guide near the exit plane. Therefore, in the
ase of turbulent flows, the enhanced transverse momentum trans-
ort occurs toward the curved section of the beam window and the
eparation is delayed; in fact, it is prevented owing to the presence
f fluid particles with higher kinetic energy. Separated flows are
bserved in the convex zone along the flow guide. Clearly, three
eynolds numbers give good qualitative consistency and the vor-

ex formation appears to be well reproduced. Figure 10 presents
he distribution of the time-mean temperature over the flow field
or Re=565,380. At the bend on the window, Fig. 10 shows con-
ection from the wall. The variation of the Nusselt number is
hown in Fig. 11. The amount of heat diffusion toward the radial
irection decreases with increase in Reynolds number because
ore heat energy is convected away from the wall with increasing

elocity of LBE. The peak value of the Nusselt number occurs at
he start of the window curvature and the peak value shifts along
he streamwise direction for higher Reynolds numbers.

Concluding Remarks
A computational study using the SUPG-based finite element
ethod was performed to determine the laminar and turbulent
ow and heat transfer characteristics in the target module of an
DSS. Predictions were made for the velocity profile, pressure
ariation, and the temperature contours of the flowing liquid metal
or the cases of a beam window under the constant temperature
ondition. The situations with heat energy generation in LBE and
constant temperature window boundary were also considered. In

he laminar case, primary vortices are formed in the smooth step,
long the guide, near the inlet. Also, secondary vortices are gen-
rated along the outer solid wall prior to convex curvature, at the
ip of the guide near to the 180 deg turn, at the stagnation zone
ear the axis of symmetry and at the exit passage between the
eam window and the flow guide. The reattachment length asso-

ig. 9 Streamlines for „a… Re=141,340, „b… Re=282,690, and „c…
e=565,380
iated with the primary vortices decreases with an increase in

ournal of Heat Transfer
Reynolds number, and the secondary vortices increase in size. The
isotherms for the case of the LBE with energy generation indicate
that the effect of the energy source is diffused upstream of the
beam window until the tip of the flow guide. The computation is
extended for turbulent flows, where the recirculation regions are

Fig. 10 „a… Temperature contours for constant temperature
along the beam window „enlarged view of beam window… for
Re=565,380, and „b… enlarged view of the rectangular portion
shown in „a…

Fig. 11 Nusselt number for constant window temperature
along the beam window for „a… Re=141,340, „b… Re=282,690,

and „c… Re=565,380

APRIL 2007, Vol. 129 / 587
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bserved only on the convex section along the flow guide down-
tream of the stagnation zone. Temperature contours reveal de-
reased diffusion of energy in the radial direction. It is evident that
or turbulent flows, the number of recirculation regions is de-
reased and the maximum heat transfer takes place downstream of
he stagnation zone where the proton beam impinges from the
pposite side. The present simulation helps in understanding the
asic convection problem. From this analysis, it is possible to find
rational basis for the selection of a suitable target system.
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omenclature
Cf � skin friction coefficient
C� � coefficients in two-equation �k-�� turbulence

model
C1� � coefficients in two-equation �k-�� turbulence

model
C2� � coefficients in two-equation �k-�� turbulence

model
D � inlet hydraulic diameter
kn � dimensionless turbulent kinetic energy �=k /V0

2�
Nu � Nusselt number

p � dimensionless pressure ��=p /�V0�2�
Re � Reynolds number

S � streamwise distance along the window
t � dimensional time

uj � dimensionless velocity components �=uj /V0�
V0 � mean inlet velocity
xi � dimensionless coordinates along radial and

axial direction �=xi /D�
�n � dimensionless dissipation rate �=� / �V0�3 / �D��
� � dimensionless temperature

�=�T−T�� / �Tw−T���
�t,n � dimensionless turbulent kinematic viscosity

��t /��

reek symbols
	t,n � dimensionless thermal diffusivity �	t /	�

� � dimensionless time �t / �D /Vo��
�k � coefficients used in the two �k-�� equation tur-

bulence model
�� � coefficients used in the two �k-�� equation tur-

bulence model
�t � coefficients used in wall treatment for energy

equation

�� � dimensionless time step

88 / Vol. 129, APRIL 2007
Subscripts
� � inflow condition

Superscripts
� � index for axisymmetry �=0 for planar and 1 for

axisymmetric�
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finite volume renormalization group (RNG) k-� turbulent model
as employed to simulate an under-floor air distribution (UFAD)

ystem consisting of eight swirl diffusers. Mesh generation was
onducted using PRO/E and GAMBIT. Computational fluid dynamics
CFD) results using FLUENT show both flow and thermal patterns
or an instrumented laboratory room (Building Technology
aboratory-BTL) located at the University of Nevada Las Vegas.
imulation results are presented using symmetrical boundary set-
ings for the BTL. Stratification heights and clear zones are dis-
ussed. The application of CFD simulation provides insightful
nalyses in UFAD design and placement.
DOI: 10.1115/1.2709974�

eywords: finite volume, RNG k-� turbulent model, heat transfer,
FAD, swirl diffusers

Background
Ceiling air distribution �CAD�, which supplies air to and re-
oves air from conditioned spaces at ceiling levels, has been
idely used in HVAC systems. As warm air near the ceiling of a

oom is introduced into conditioned air, the conditioned cool air
emperature increases as it approaches the floor level. Under-floor
ir distribution �UFAD� systems are uniquely different, i.e., since
onditioned air is introduced at floor level, no warm air is induced
nto the room. UFAD is more efficient than CAD for achieving the
ame cooling loads. The first introduction of an UFAD system
ccurred in West Germany during the 1950s to cool a computer
oom. Since its first introduction, interest in it has developed over
he years as a promising technology to provide efficient cooling
nd good indoor air quality �1�.

The advantages of the UFAD system can be summarized as
ollows �2�: �i� improved flexibility for building services; �ii� im-
roved ventilation efficiency and indoor air quality; �iii� improved
ccupant comfort, productivity, and health; �iv� reduced energy
se; �v� reduced life-cycle building costs; and �vi� reduced floor-
o-ceiling height in new construction.

In order to capitalize on the advantages of UFAD, knowledge of
he characteristics of UFAD systems are needed to help guide
esigners and building owners achieve a cooling system with high
nergy efficiency and thermal comfort. Bauman and Webster �1�
tate there is constant risk to designers and building owners in

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 31, 2006; final manuscript received
ecember 6, 2006. Review conducted by Sumanta Acharya. Paper presented at the
006 ASME International Mechanical Engineering Congress �IMECE2006�, Chi-

ago, IL, November 5–10, 2006.
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creating an efficient system due to the lack of objective informa-
tion and standardized design guidelines. Computational fluid dy-
namics �CFD� is a powerful tool that is now being utilized in
HVAC design studies. CFD provides fast and cost effective results
that can be compared to experimental data. Many of the better
CFD tools in use today are being used to simulate indoor air
quality �IAQ�, contaminant dispersion, and the performance of
HVAC systems �3–14�.

In this study, simulation results of an UFAD system containing
eight swirl diffusers have been obtained using the commercial
CFD program FLUENT. Preprocessing work was conducted using
PRO/E and GAMBIT. Numerical results show both flow and thermal
patterns for an instrumented laboratory room—the Building Tech-
nology Laboratory �BTL� at the University of Nevada Las Vegas.
The BTL facility is a unique, one-of-a-kind instrumented labora-
tory; it is especially designed for measuring the airflow character-
istics of grills, registers, diffusers, and other types of room venti-
lation. The room is 30 ft �9.14 m� �length��22 ft �6.71 m�
�width��12 ft �3.66 m� �height�, as shown in Fig. 1. The height
of the room is adjustable. The BTL is used to measure the quality,
efficiency, and effectiveness of different heating, ventilating, and
air conditioning system components and configurations and their
related effects on building occupants. Experimental data are cur-
rently being taken within the facility; this data will be compared
to the numerical results in a follow-up paper.

Numerical results for flow and thermal patterns within the BTL
are presented. Detailed simulation results of temperature and ve-
locity distributions at several test planes are analyzed. Compari-
sons of temperatures and velocities within the BTL are made for a
range of volume flow rates associated with eight swirl diffusers
located within the floor. Stratification heights and clear zones are
also discussed.

2 Preprocessing
Only a very limited number of papers can be found in the

literature that deal with UFAD systems and their use in HVAC. To
the best of our knowlege, no one has yet conducted a detailed
numerical simulation of swirl diffusers for use in UFAD systems.
Swirl diffuser geometry is complex, and the flow features are
difficult to simulate.

In this study, three-dimensional �3D� geometrical modeling of
the swirl diffuser was conducted using PRO/E; an IGES file was
first created. 3D meshing was achieved using the commercial
mesh generation package, GAMBIT, and accessing the IGES file as
input.

2.1 Geometry Modeling. The 3D geometry for a floor swirl
diffuser is shown in Figs. 2�a� and 2�b�. The bottom part of the
swirl diffuser was simplified when input to GAMBIT for meshing.
The computational domain for the swirl diffuser includes the top
section and a short cylinder, as shown in Fig. 2�c�.

The layout of the testing space BTL with eight swirl diffusers is
shown in Fig. 3. The dimensions for the test space with the swirl
diffusers were set to 30 ft �9.14 m��20 ft �6.10 m��9 ft
�2.74 m� with the coordinate origin in the center of the room.

2.2 Mesh Generation. The computational mesh for the BTL
swirl diffusers was constructed using hexahedral cells. Since the
room is symmetrical, only half of the BTL was discretized, utiliz-
ing symmetrical boundary conditions in the FLUENT simulation.
Mesh-independent studies were made using three separate struc-
tured meshes with densities: �i� 797,140 �ii� 1,410,338, and �iii�
1,969,442 cells and one unstructured mesh �tetrahedral� with den-
sity 1,498,064 cells—negligible differences were observed in the
results. The final mesh consisting of 797,140 cells, which is
shown in Fig. 4, was selected and deemed sufficient for the set of

the simulations.
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Figure 5 shows a close-up view of the computational mesh
round a single swirl diffuser. The mesh surrounding the swirl
iffuser was refined in order to capture fast changing flow fea-
ures.

Numerical Simulation
Based on the supplied air volume flow rate, the airflow inside

he computational domain �which includes the BTL and swirl dif-
users� is turbulent. Various turbulent closure schemes exist and
re well documented in the literature. For indoor air ventilation
imulation, the two-equation k-� model is the more popular and
idely used scheme �4–14,16�.
In 1995, Chen �6� compared the performance of five different
odels for simulating simple indoor airflows and found that the

tandard and RNG k-� predicted flow patterns best. As one of the
ariants of the standard k-� models, the RNG model was found to
erform slightly better, especially in handling complex shear
ows involving rapid strain, moderate swirl, vortices, and locally

ransitional flows �6,17�, e.g., boundary layer separation, massive
eparation, and vortex-shedding behind bluff bodies, stall in wide-
ngle diffusers and room ventilation.

In this study, the RNG k-� model was adopted. In the RNG
odel, equations and coefficients are analytically derived, where

ignificant improvements in the � equation formulation have en-
anced the ability of FLUENT to model highly strained flows �17�.
dditional options aid in predicting swirling flows, which is es-
ecially suitable in the UFAD simulation with swirl diffusers.

The SIMPLE algorithm, which was first introduced by Pantankar
nd Spalding �18� and Patankar �19� for resolving the coupling
etween pressure and velocity, was employed in this study. In this
cheme, the same volume is employed for the integration of all
onservation equations; all variables were stored at the control
olume’s cell center.

A nonstaggered grid was used in the simulation, and a second-
rder differencing scheme with a segregated solver were chosen.
he nonlinear governing equations were linearized using an im-
licit technique with respect to a set of dependent variables. The
lgebraic equations were solved iteratively using an additive cor-
ection multigrid method with a Gauss-Seidel relaxation proce-
ure �17�.

3.1 Governing Equations. Flow is governed by the

Fig. 1 Side-section view of the BTL „from Ref. †15‡…
nsemble-averaged differential equations for the conservation of

90 / Vol. 129, APRIL 2007
mass, momentum, and energy. The Reynolds stresses arising from
the averaging process are modeled using the linear Boussinesq
approximations. The stresses are commonly expressed in Carte-
sian tensor notation as

− �ui�uj� = 2�t�Sij −
1

3
D�ij� −

2

3
��ijk �1�

Fig. 2 3D geometry for swirl diffuser: „a… exploded view, „b…
assembled view, and „c… computational domain
where
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diffusers

Fig. 4 Mesh for BTL with four swirl diffusers

Fig. 5 Mesh for BTL around swirl diffusers

Journal of Heat Transfer
�ij =
1

2
� �Ui

�xj
+

�Uj

�xi
� �2�

The conservation equations are

Continuity equation:

�

�xj
��Uj� = 0 �3�

Momentum equation:

�

�xj
��UjUi� = −

�p

�xi
+

�

�xj
�2�� + �T�Sij� −

2

3

�

�xi
��� + �T�D + �k�

�4�

Energy equation:

�

�xj
��ujCpT� =

�

�xj
��

�T

�xj
− �uj�T�� + Si

T �5�

Consistent with the idea of two-equation turbulence models, the
turbulent viscosity in the above equations is defined as

�T = C��
k2

�
�6�

where the empirical constant C� is usually taken to be 0.09. The
k-� equations and related closure coefficients are listed as follows:

���k�
�t

+
�

�xj
��Ujk� =

�

�xj
��� +

�T

�k
� �k

�xj
�

+ 2�TSijSij −
2

3
��TD2 + �kD� − �� �7�

�����
�t

+
�

�xj
��Uj�� =

�

�xj
��� +

�T

��
� ��

�xj
�

+ C1
�

k
�2�TSijSij −

2

3
��TD2 + �kD��

− C2�
�2

k
+ C3��D − R �8�
ig. 3 Layout for testing space in BTL with eight swirl
Fig. 6 Variation of average surface temperature versus height
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ig. 7 Temperature and velocity distribution at Z=5 ft „1.52 m…
Fig. 8 Test grid
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�ij =
k

�
Sij; � = 	�ij	; C1 = 1.42; C2 = 1.75;

C3 = − 0.373; �k = 1.0; �� = 1.22;

	 = 0.012; �0 = 4.38

3.2 Numerical Procedure and Boundary Setting. Simula-
tions were made according to the same experimental conditions
that are currently underway within the BTL. Inlet volume flow
rate for each swirl diffuser was 30 cfm �0.014 m3/s�, 55 cfm
�0.026 m3/s�, and 90 cfm �0.042 m3/s�. The supply air tempera-
ture was set to 285.9 K �12.75°C�. The BTL permits all six walls
to be set to constant Dirichlet conditions with surface tempera-
tures at 296.9 K �23.75°C�.

Different volume flow rates were adopted in the simulation.
Figure 6 shows the average surface temperature for three volume
flow rates for the BTL. Volume flow rates 1, 2, and 3 correspond
to 30 cfm �0.014 m3/s�, 55 cfm �0.026 m3/s�, and 90 cfm

Table 1 Comparison between manufacturer’s data and simu-
lation results

Airflow
at 90 cfm

�0.042 m3/s�

Vertical
projection
at 150 fpm
�0.762 m/s�

Vertical
projection
at 50 fpm

�0.254 m/s�

Horizontal
spread

at 50 fpm
�0.254 m/s�

Manufacturer 1.6 ft �0.49 m� 4.4 ft �1.34 m� 3.7 ft �1.13 m�
Simulation 1.66 ft �0.51 m� 4.5 ft �1.37 m� 3.5 ft �1.07 m�
s in the BTL
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0.042 m3/s�. The average surface value is defined by area-
eighted average surface integration value at different height lev-

ls in the room. The averaged surface temperature increases in
alue as the height Y increases.
Comparing the average surface temperature distributions of the

hree volume flow rates, volume flow rate 3 �90 cfm
0.042 m3/s�� appears the best—the best cooling results are ob-
ained within the stratification height range. Therefore, all subse-
uent simulations were based on a volume flow rate of 90 cfm
0.042 m3/s�.

There are two important regions, or zones, that develop in
FAD systems �1�: �i� clear zone and �ii� stratification height. A

lear zone is defined as an imaginary cylinder of specified diam-
ter around the center point of the diffuser. Clear zones are gen-
rally 3–6 ft �0.91–1.83 m� in diameter. In a displacement ven-
ilation system, a horizontal interface, known as the stratification
eight, can divide the room into two zones �upper and lower�
aving distinct airflow conditions. The lower zone beneath the
tratification level has no recirculation and is close to displace-
ent flow. The upper zone above the stratification level is char-

cterized by recirculating flow producing a fairly well mixed re-
ion. In a properly designed displacement ventilation system, the
tratification height is maintained near the top of the occupied
one.

Figures 7�a� and 7�b� show the temperature and velocity distri-
utions in the X-Y plane for four in-line diffusers and indicate that
he air is well mixed by the effects of the swirl diffusers. Figure
�a� shows that the stratification height is around 6 ft, and Fig.
�b� shows that the clear zone is about 4.2 ft �1.28 m�, which are
ommon to UFAD systems �1,2�. At the lower height level, effects
f the swirl diffuser are significant, as the height increases above
he stratification height �for the current volume flow rate�, the
tratification height is around 6 ft �1.83 m�, velocities become
elatively stable and temperatures are high. Figure 7�a� indicates
hat the coolest and most well-mixed air is in the region within

ft �1.83 m� of the floor, where people reside.
A comparison of performance data provided by the manufacture

nd results from the numerical simulation are listed in Table 1.
verall good agreement is observed.
In an effort to provide additional information for design of

FAD systems, velocities and temperatures at a set of test points
ere also investigated. The locations of the test grids in the BTL

re shown in Fig. 8. Data from test planes A, B, and D are pre-
ented, which correspond to planes at Z=−6 ft �1.83 m�, −4 ft
−1.22 m�, and 0 ft �0 m�.

Figures 9�a�–9�c� show the variation of air velocity magnitude
t the test planes as a function of height. Figure 9�a� shows that
he velocity is more uniform than velocities in Figs. 9�b� and 9�c�;
his is due to the test plane being far away from the swirl diffus-
rs. Below 6 ft �1.83 m�, the variation of the velocity magnitude
n Fig. 9�a� is 
0.5 ft/ s �0.15 m/s� while the largest variation in
igs. 9�b� and 9�c� can reach as high as 1.25 ft/ s �0.38 m/s�.
Figures 10�a�–10�c� show the variation of the temperature at

he test planes as a function of height. The temperature is more
niformly distributed in Fig. 10�a�, as test plane Z=0 is furthest
rom the swirl diffusers. Temperatures below 6 ft �1.83 m�, the
tratification height, do not change significantly for all three test
lanes. People positioned within these ranges should feel more
omfortable.

Conclusions
Simulation results of an UFAD system containing eight swirl

iffusers have been obtained using FLUENT, a popular finite vol-
me commercial code, employing a RNG k-� turbulent model.
tilizing symmetrical boundary conditions, only one-half of the

oom containing four diffusers was modeled. Results show both
xpected flow and thermal patterns for the instrumented labora-

ory room. Calculations were obtained for three volume flow

ournal of Heat Transfer
rates. Velocity and temperature distributions at specified test
planes were investigated.

UFAD systems are uniquely different from traditional CAD
systems: conditioned air is introduced at floor level, i.e., no warm
air is introduced into the room. In a CAD system, warm air near

Fig. 9 Velocity magnitude at three test planes
the ceiling of a room is introduced into the conditioned air. The

APRIL 2007, Vol. 129 / 593
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tratification heights in the UFAD system indicate that most of the

Fig. 10 Temperature at three test planes
onditioned air will reach those regions where occupants exist.

94 / Vol. 129, APRIL 2007
Clear zones are regions with high-velocity movement, which can
lead to human discomfort. Additional simulations and subsequent
verification studies should ultimately result in a data set that will
be useful in guiding future UFAD design and installation. The
application of FLUENT was particularly helpful in assessing the
complex flow and thermal distributions associated with swirl dif-
fusers.

Nomenclature
� � density
� � viscosity
�t � turbulent viscosity
p � pressure
� � turbulent dissipation

Cp � specific heat capacity
U � mean velocity
u� � fluctuating velocity
T � mean temperature

T� � fluctuating temperature
S � source term
x � space
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uring the casting process of green sand mold, air gaps will form
etween the metal and sand mold. The air gaps will make it dif-
cult to analyze the heat transfer at the mold/metal interface.
enerally, an interfacial heat transfer coefficient is employed to

valuate the heat flux transferred across the air gaps. Though the
nterfacial heat transfer coefficient is highly important, its value is
ot easily obtained by using the direct experimental or theoretical
ethod. With temperature-measured data, some inverse methods

an be used to predict the coefficient. However, the latent heat
eleased and undercooling during the solidification of the molten
etal and the moisture of the green sand mold complicate the
ssociated temperature calculations. To overcome this difficulty, a
ump capacitance method is proposed in this study to calculate the
nterfacial heat transfer coefficient for the casting process in
reen sand mold. Thermalcouples are utilized to measure the tem-
eratures of sand mold and metal. The geometry of casting is
ylindrical and the castings are A356 alloy and Sn-20 wt. % Pb
lloy. With the predicted interfacial coefficients, the temperature
eld of the metal was solved numerically. Based on the solidifica-
ion time, the numerical results are in good agreement with the
xperimental ones. This verified the feasibility of the proposed
ethod and it can be applied in the future study or design of a

asting process. �DOI: 10.1115/1.2709975�

eywords: interfacial heat transfer coefficient, lump capacitance
ethod, mold/metal interface, air gap

Introduction
In the beginning of the green sand mold casting, the molten
etal cools down and a thin solidified layer forms at the mold/
etal interface. As the temperature of the metal decreases, the

ayer shrinks and the sand mold expands due to the heating from
he casting, which induces air gaps between the metal and the

old. In the heat-transfer analysis, an interfacial heat transfer co-
fficient is generally used to evaluate the heat flux transferred
cross the air gaps. The value of the coefficient is very important
o the casting designers and analysts �1,2� but is not easily ob-
ained. Consequently, the purpose of this study is to investigate
he interfacial heat transfer coefficient for the green sand mold
asting with a simple and feasible method.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 27, 2006; final manuscript

eceived December 31, 2006. Review conducted by Jayathi Murthy.
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In an early investigation of the heat transfer between metal and
mold, Ho and Pehlke �3� first used the Beck’s nonlinear inverse
method to calculate the interfacial heat transfer coefficient. Sec-
ond, two linear transducers were employed to measure the size of
the air gap directly. According to the gap size, the heat flux across
the gap and then the interfacial heat transfer coefficient were cal-
culated by counting the effects of radiation and conduction heat
transfers. In 1985, Ho and Pehlke �4� calculated the heat flux at
the metal/mold interface by using the Beck’s method, from which
the interfacial heat transfer coefficient could be computed. Zeng
and Pehlke �5� established two models, with and without macro-
gap formation at the interface. The interfacial heat transfer coef-
ficient of not having macrogap is estimated by utilizing the calcu-
lation method of contact resistance �6�, and the coefficient of
having gap is predicted by using the similar method of Ho and
Pehlke �3�.

With the guessed or modified heat transfer coefficient, Nishida
et al. �7� used the explicit finite difference method to compute the
temperature distribution. The heat transfer coefficient was cor-
rected iteratively by comparing the computing temperature to the
measured one until a convergent coefficient was obtained. He also
utilized an extrapolation method to calculate the metal and mold
temperatures at the metal/mold interface from the measured tem-
peratures near the interface. With the extrapolated interface tem-
peratures, the heat flux and heat transfer coefficient were com-
puted.

In 1970, Beck �8� reported that the temperature response inside
a heated body lagged behind the temperature change at the body
surface. Accordingly, he proposed a “future temperature” concept
to solve the lagged problem involved in evaluating the surface
heat flux or the surface temperature from the internally measured
temperatures. In 1982, Beck et al. �9� used a sensitivity coefficient
to improve the accuracy and stability of the computational results.
Combined the derivative scheme with the integral one, Browne
and O’Mahoney �10� and O’Mahoney and Browne �11� developed
a new inverse method to calculate the temperatures at the metal/
mold interface and then the interface heat transfer coefficient.

Hwang et al. �12� employed two methods to calculate the inter-
facial heat transfer coefficient. In the first method, the measured
gap size was used to calculate the interfacial heat coefficient di-
rectly �3,4�, whereas in the second one, Beck’s inverse method
was applied to calculate the interfacial heat coefficient from the
temperature data measured near the mold/metal interface. Narayan
Prabhu and Griffiths �13� proposed a model to compute the inter-
facial heat transfer coefficient. The model considered the effects
of both conduction and radiation, based on the roughness charac-
teristics of the casting and mold surfaces.

Kim et al. �14� computed the heat flux and the temperature of
metal/mold interface by using the Beck’s inverse method, and
then the interfacial heat transfer coefficient could be computed.
The interfacial coefficients were analyzed based on three regimes:
liquid, solidification, and solid states. The effects of the coating
applied to the mold surface were also investigated. Kobryn and
Semiatin �15� investigated the interfacial heat transfer coefficients
for the shrink-off and shrink-on casting geometries with the finite
element method and an iterative calibration-curve technique. Uti-
card et al. �16� have used the concept of lump capacitance for
computing the heat transfer coefficients between the high-
temperature liquids �NaNO3, NaCl, Na3AlF, and 2FeO·SiO2� and
the solid surfaces of Ni and Cu. However, the solidification phe-
nomenon was not involved in this work.

The discussions above have indicated that the interfacial heat
flux and heat transfer coefficient cannot be easily obtained simply
by using an experimental or theoretical method. With an inverse
method, the released latent heat, the undercooling occurred during
solidification, and the moving moisture of sand mold complicate
the calculations. Consequently, a lump capacitance method was
proposed in this paper to calculate the interfacial heat transfer

coefficients for the casting processes of A356 aluminum alloy and

APRIL 2007, Vol. 129 / 59507 by ASME
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n-20 wt.% Pb alloy in a green sand mold. Thermocouples are
sed to measure the internal temperatures of the metal casting at
wo different locations and the temperature of the sand mold at the
nterface during the solidification process. To confirm the validity
f the proposed method, the value of the interfacial heat transfer
oefficient obtained for the A356 aluminum alloy was put into a
nite element commercial program, FIDAP, and the computed so-

idification time was compared to the experimental one.

Experimental Method
This paper investigates the interfacial heat transfer coefficient at

he mold/metal interface in a casting process of green sand mold.
he casting is cylindrical with 15 cm in length and 4.4 cm diam.

n the casting process, molten metal was poured into the cylindri-
al cavity of sand mold via a gate located at the center of the
avity. The composition of the sand is SiO2-94.2%, Al2O3-1.7%,
a2O-1.6%, CaO-0.2%, K2O-0.2%, and TiO2-0.3%. The sand
old had a moisture content of 8% and a hardness value of 51. In

his study, the interfacial heat transfer coefficient was calculated
ased on the temperature data measured in the experiment. Figure
shows the positions of three temperature-measured points; qmetal

enotes the heat flux transferred from the metal to the sand mold.
1 and T2 are internal temperatures within the casting that are
easured at distances from the mold/metal interface of 2 mm and

0 mm, respectively. Tmold and Tmetal are the temperatures of the
and mold and the metal at the mold/metal interface. In practice,
mbedding a thermocouple at the interface to measure Tmetal is
ifficult. Therefore, in this paper, it is assumed that the measured
emperature T1, located at a position very close to the mold/metal
nterface, is regarded as Tmetal. The value of qmetal is unknown,
ince it is not easy to measure the value by using a simple experi-
ental method. In this study, a lump capacitance method is pro-

osed to calculate qmetal with the temperature data measured from
he casting experiment. As qmetal is obtained, the heat transfer
oefficient at the interface can be computed.

Theoretical Aspect

3.1 Interfacial Heat Flux and Heat Transfer Coefficient.
ince the contact between the casting and the mold wall is not
erfect during the solidification process, the interfacial heat trans-
er coefficient h is used to calculate qmetal. The present study em-
loys two ways to calculation this coefficient:

1. The heat transfer at the mold/metal interface is assumed to
be a quasi-steady problem. Accordingly, the heat flux trans-
ferred out from the metal is equal to the heat flux entering
the sand mold, and then the interfacial heat transfer coeffi-
cient, h1, can be expressed as

h1 =
qmetal

Tmetal − Tmold
�1�

2. Because the thermal conductivity of sand mold is low, the
solidification process of the casting can be analogous to the

ig. 1 Schematic illustration of temperature-measured points
sed to investigate the interfacial heat transfer coefficient at
he mold/metal interface
cooling of a high-temperature object in air. Therefore, the

96 / Vol. 129, APRIL 2007
present study imitates the Newton’s cooling law and pro-
poses a new interfacial heat transfer coefficient, h2, which
can be expressed as

h2 =
qmetal

Tmetal − T�

�2�

where T� represents the temperature of the sand mold at a
position far from the mold/metal interface, which can be the
room temperature �17�.

3.2 Lump Capacitance Method. Since the conductivity of
metal is high, in analyzing the heat transfer of the casting process,
it can be assumed that the temperature of the metal is uniformly
distributed throughout the whole casting and varies only with
time. Consequently, the metal can be regarded as a lumped system
and with the concept of the effective specific heat, the thermal
energy variation of the system �Q from t to t+�t can be written
as

�Q =�
T�t�

T�t+�t�

�VCpeffdT �3�

where V is the volume of the casting and � is the density. Cpeff is
the effective specific heat, which also includes the effect of latent
heat. In Eq. �3�, T�t� and T�t+�T� are taken from the temperature
data of measured point T2 �shown in Fig. 1�. �Q is transferred to
the sand mold through the metal/mold interface. Accordingly,
qmetal can be expressed as

qmetal =
�Q

A�t
�4�

where A is the area of the casting surface.
To specify the effective specific heat Cpeff, it has three regions:

the solid, liquid, and solidification regions. In the solid region,
Cpeff=CpS and in the liquid one, Cpeff=CpL, where CpS and CpL
are the specific heats of solid and liquid, respectively. In the so-
lidification region, the Sn-20 wt.% Pb alloy has two different
stages, i.e., proeutectic and eutectic stages. The A356 aluminum
alloy also has two solidification stages, i.e., primary phase and
eutectic stages. In the solidification region, the effective specific
heat can be expressed as

Cpeff = fSCpS + �1 − fS�CpL − Lf
dfS

dT
�5�

where fS is the solid fraction and Lf is the latent heat. Since the
heat transfer behavior in the eutectic region of lead-tin alloy is
similar to that of pure substance, the effective specific heat can be
written as

Cpeff =
1

2
� Lf

*

�T
+ CpS + CpL� �6�

Lf
* = �1 − �fS�eutectic�Lf �7�

where �fS�eutectic is the solid fraction at the eutectic temperature.
As shown below, the methods employed to calculate the solid

fractions of the A356 aluminum alloy and the Sn-20 wt.% Pb
alloy are different.

3.2.1 356 Aluminum Alloy. The empirical formulations of fS
for these two solidification stages of A356 aluminum alloy �18�
are used and their expressions can be written as

a. Primary phase solidification

fs = � TL − T

TL − Teut
�np

fp �8�

dfs =
− fpnp � TL − T �np−1

�9�

dT TL − Teut �TL − Teut�

Transactions of the ASME
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b. Eutectic solidification

fs = f p + � T − Teut

Ts − Teut
�ne

�1 − fp� �10�

dfs

dT
=

�1 − fp�ne

Ts − Teut
� T − Teut

Ts − Teut
�ne−1

�11�

where TL is the liquidus temperature, Teut is the eutectic
temperature, and fP is the solid fraction of the primary
phase at the eutectic temperature, whose value is 0.551.
np is a nonlinear factor with a value of 0.48217, and ne is
another nonlinear factor with a value of 0.09544. The
thermal properties of A356 alloy are given in Table 1
�19�.

3.2.2 Sn-20 wt. % Pb Tin-Lead Alloy. During the proeutectic
tage, the equilibrium lever rule is used to calculate the solid
hase ratio, i.e.,

fs =
T − TL

�T − T0��1 − k0�
�12�

dfs

dT
=

TL − T0

�T − T0�2�1 − k0�
�13�

here TL is the liquidus temperature, k0 is the equilibrium distri-
ution coefficient, and T0 is the melting temperature of tin. The
hermal properties of Sn-20 wt.% Pb alloy are listed in Table 2
19�.

Results and Discussion
In this paper, the heat transfer between the metal and the sand
old in a casting process of green sand mold was investigated.
he results of the study can be divided into two parts: �i� the
ooling curves of the measured points in the metal and �ii� the
eat flux qmetal and the heat transfer coefficient h at the metal/
old interface.

4.1 Cooling Curves of the Measured Points in the Metal.

4.1.1 A356 Aluminum Alloy. Figure 2 presents the cooling
urves obtained at measured points T1 and T2 �shown in Fig. 1�
ithin the metal during a casting process. As shown in Fig. 2,

mmediately after the molten metal is poured into the mold cavity,
he temperature descends rapidly toward the liquidus temperature
f 618°C. It can be seen that the temperature then increases
lightly, which is the recalescence phenomenon. The phenomenon
t T2 is more obvious than that at T1. This marks the onset of
rimary phase solidification of A356 alloy. As the temperature
educes to approximately 570°C, an obvious plateau is observed.
he temperature of T2 stays there for �95 s. This stage corre-
ponds to the eutectic solidification. As the temperature reaches
he solidus temperature of 548.6°C, the solidification process is

Table 1 Thermal properties of A356 alloy

pecific heat of solid CpS 877.8 J /kg °C
pecific heat of liquid CpL 1045 J /kg °C
ensity � 2700 kg/m3

atent heat Lf 3,888,740 J /kg

Table 2 Thermal properties of Sn-20 wt.% Pb alloy

pecific heat of solid CpS 891.626 J /kg °C
pecific heat of liquid CpL 1014.07 J /kg °C
ensity � 7860 kg/m3

atent heat Lf 52,906 J /kg
ournal of Heat Transfer
complete. From Fig. 2, it can be found that the cooling curves of
T1 and T2 are broadly similar over the course of the solidification
process. This is particularly true when they are both in liquid or
solid state. The cooling trend throughout the metal is similar to
those observed at T1 and T2. Consequently, the present study is
justified in employing the lump capacitance method.

4.1.2 Sn-20% Pb Alloy. Figure 3 illustrates the cooling curves
of Sn-20% Pb alloy measured at T1 and T2. This figure clearly

Fig. 2 Cooling curves of A356 alloy measured at the locations
of x=2 mm „T1… and 30 mm „T2… from the mold/metal interface

Fig. 3 Cooling curves of Sn-20 wt.% Pb alloy measured at dis-

tances of x=2 mm and 30 mm from mold/metal interface

APRIL 2007, Vol. 129 / 597
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eveals the presence of two distinct growth stages, i.e., the proeu-
ectic and eutectic stages. When the temperature reaches a value
f �200°C, the recalescence phenomenon occurs. This signifies
he appearance of equiaxed grains of proeutectic phase in the

elt. As the molten metal cools toward a temperature of �183°C,
eutectic mixture of � and � phase is generated, indicating the

tage of eutectic solidification.

4.2 Interfacial Heat Flux and Heat Transfer Coefficient. In
his study, the interfacial heat flux was calculated by using the
ump capacitance method. Figure 4 shows the heat flux and the

easured T2 varying with time for A356 aluminum alloy. Within
20 s after pouring, the interfacial heat flux rises steeply to a very

igh peak value, corresponding to the initiation of primary phase.
fter �150 s, qmetal reduces to a local minimum value, which
arks the completion of the primary phase solidification. As it

nters the eutectic solidification, the heat flux reaches the other
eak at 160 s. As further time elapses, the value of qmetal decays
radually. At 400 s, the eutectic solidification stage is completed
nd qmetal decreases to a very low value.

Figures 5 and 6 illustrate the interfacial heat transfer coeffi-
ients, h1, and, h2, varying with time. In Fig. 6, it is apparent that
he h2 curve follows the same trend as that of qmetal, i.e., a high
eak value is located at the beginning of primary phase solidifi-
ation and a second peak is at the start of eutectic solidification.
metal is calculated based on the measured temperature of T2. The
ariation trend of Tmetal�=T1� is similar to that of T2, and so is the
rend of Tmetal−Tair �Tair=28°C�. Consequently, the variation of

2 is broadly similar to that of qmetal. However, in computing h1,
mold is used instead of Tair. The variation trend of Tmold �Fig. 7� is
ifferent from that of T2. Therefore, the trend of h1 differs slightly
rom that of qmetal. Specifically, the comparison of Figs. 4 and 5
hows that the value of h1 does not decrease as rapidly as qmetal

ig. 4 Computed interfacial heat flux and T2 versus time for
356 alloy
Fig. 5 Interfacial heat transfer coefficient h1 for A356 alloy

98 / Vol. 129, APRIL 2007
during primary phase solidification, from 30 s to 80 s.
Figure 8 illustrates the interfacial heat flux and temperature T2

varying with time for Sn-20%Pb alloy. After molten metal is
poured into the mold, the contact is first tight between the metal
and the mold wall, and hence, the value of qmetal is very large.
After �50 s, qmetal reduces to a local minimum value, where it is
the beginning of the proeutectic solidification stage. Because of
the release of latent heat in this stage, the heat flux flowing across
the interface increases and rises to a peak value at �200 s. Sub-
sequently, the heat flux decays and after �325 s, qmetal reaches
another local minimum, where it corresponds to the eutectic tem-
perature of 183°C. This point marks the completion of the proeu-
tectic stage. The solidifying metal then enters the eutectic solidi-
fication stage, as indicated by the final qmetal peak. At �575 s, the
eutectic solidification stage is completed. Afterward, qmetal re-
mains at a small and relatively stable value.

Figures 9 and 10 show the interfacial heat transfer coefficients,

Fig. 6 Interfacial heat transfer coefficient h2 for A356 alloy

Fig. 7 Sand mold temperature at the metal/mold interface ver-
sus time for A356 alloy

Fig. 8 Computed interfacial heat flux and T2 versus time for

Sn-20 wt.% Pb alloy

Transactions of the ASME
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1 and h2, for the Sn-20%Pb alloy. The variation trends of these
wo coefficients are similar to that of interfacial heat flux, shown
n Fig. 8. Because the pouring temperature and conductivity of the
n-20%Pb alloy are not high, the temperature variation of Tmold
Fig. 11� is not very large. Accordingly, the variation trends of h1
nd h2 are almost identical and are distinguished only by the fact
hat h2�h1 since the former is calculated on the basis of Tair.

To check the validity of the lump capacitance method, an effec-
ive Biot number is applied and it can be written as

Bi =
�h2�aveL

k
�14�

here �h2�ave is the average of h2 over the whole solidification
rocess. L and k are the length and the thermal conductivity of the
asting, respectively. The Bi numbers for A356 and Sn-20 wt.%
b alloys are shown in Table 3, where it can be found that the Bi

ig. 9 Interfacial heat transfer coefficient h1 for Sn-20 wt.%
b alloy

ig. 10 Interfacial heat transfer coefficient h2 for Sn-20 wt.%
b alloy

ig. 11 Sand mold temperature at the metal/mold interface for

n-20 wt.% Pb alloy

ournal of Heat Transfer
numbers are very small. Consequently, the application of the lump
capacitance method in this paper is reasonable.

4.3 Simulation by FIDAP Software. To further justify the use
of the lump capacitance method in the present study, the interfa-
cial heat transfer coefficient, h2, of the A356 aluminum alloy was
put into a finite element commercial program FIDAP to simulate
the casting process. The solidification time of the casting at the
point T2 was measured experimentally and was then compared to
that predicted numerically. The experimental solidification time
was found to be 378 s, whereas the time calculated by the numeri-
cal simulation was 351.4 s. The relative error between these two
results is just 7%. Therefore, the feasibility of using the lump
capacitance method to calculate the interfacial heat transfer coef-
ficient is verified.

5 Conclusions
This study proposed a lump capacitance method to investigate

the heat flux and heat transfer coefficient at the metal/mold inter-
face in the green sand mold casting of A356 and Sn-20 wt.% Pb
alloys. The following conclusions can be drawn from the forego-
ing results:

1. During the solidification of the molten metal, the cooling
curves obtained at different positions within the casting are
broadly similar. The A356 and Sn-20 wt.% Pb alloys have
two solidification stages, the primary �or proeutectic� phase
and the eutectic phase, and both exhibit the recalescence
phenomenon. The release of latent heat energy during these
two stages increases the computed heat flux across the air
gap at the mold/metal interface.

2. Since the thermal conductivity and pouring temperature of
Sn-20 wt.% Pb alloy are lower than those of A356 alloy, the
variation of Tmold with time is less significant than that of
A356 alloy. Consequently, the variation trends of h1 and h2
with time for Sn-20 wt.% Pb alloy are similar, and they are
slightly different for A356 alloy.

3. The h1 and h2 curves exhibit peak values, corresponding to
the release of latent heat, and troughs, corresponding to the
conclusion of the proeutectic �primary phase� or eutectic so-
lidification stages.

4. The h2 curves for the A356 aluminum alloy and the
Sn-20 wt.% Pb alloy are both similar to their own qmetal
curves. In practice, it is not easy to measure the temperature
of the mold/metal interface. The interfacial heat transfer co-
efficient h2 is calculated on the basis of the room tempera-
ture rather than the sand mold temperature and therefore
provides a more convenient approach to obtain the heat
transfer coefficient.

5. The resulting Biot numbers are very small for A356 and
Sn-20 wt.% Pb alloys. With the h2 data of the A356 alloy,
the numerically predicted solidification time differs from
that obtained experimentally by only 7%. These could verify
the feasibility of using the proposed lump capacitance
method to calculate the interfacial heat transfer coefficient.

Nomenclature
Cpeff � effective specific heat

Cps � specific heat of solid
CpL � specific heat of liquid

Table 3 Effective Biot numbers of A356 and Sn-20 wt.% Pb
alloys

Metal A356 alloy Sn-20 wt. % Pb alloy

Bi 0.0094 0.0633
fs � solid fraction

APRIL 2007, Vol. 129 / 599
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h � interfacial heat transfer coefficient
k0 � equilibrium distribution coefficient
Lf � latent heat

qmetal � the heat flux transferred from the metal to the
sand mold at the mold/metal interface

Teut � eutectic temperature
TL � liquidus temperature

Tmold � the sand-mold temperature at the mold/metal
interface

Tmetal � the metal temperature at the mold/metal
interface

T0 � melting temperature of tin
T1 � the measured temperature of metal at the loca-

tion shown in Fig. 1
T2 � the measured temperature of metal at the loca-

tion shown in Fig. 1
V � volume of casting

�Q � the thermal energy variation of metal from t to
t+�t

� � density
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ully developed periodic boundary conditions have frequently
een employed to effect performance calculations for heat and
ass exchange devices. In this paper a method is proposed, which

s based on the use of primitive variables combined with the pre-
cription of slip values. Either pressure difference or mass flow
ate may be equivalently prescribed. Both constant wall tempera-
ure (Dirichlet) and constant heat flux (Neumann) conditions may
e considered, as well as the intermediate linear (Robin) bound-
ry condition. The example of an offset-fin plate-fin heat ex-
hanger is used to illustrate the application of the procedure. The
athematical basis by which the method may be extended to the

onsideration of mass transfer problems with arbitrary boundary
onditions, and associated continuity, momentum, and species
ources and sinks is discussed. �DOI: 10.1115/1.2709976�

eywords: computational fluid dynamics, periodic boundary
onditions, primitive variables, heat and mass transfer

ntroduction
In the application of computational fluid dynamics �CFD� to the

nalysis of heat and mass exchange devices, much computational
ffort may be avoided by considering elements deep within the
esign where the flow-field is “fully developed,” �1–3�. Let it be
ssumed the domain has been tessellated with a structured mesh
ith associated finite-volume equations �4�,

� aNB��NB − �P� + S = 0 �1�

here �= p� ,u ,v ,w ,T ,m, and the compass notation �4� is em-
loyed for the neighbor values, NB=W �west�, E �east�, S �south�,

�north�, L �low�, and H �high�. The source term in Eq. �1� is
requently linearized according to

S = C�V − �P� �2�

here C is a source-term coefficient and V is a source-term value.
f the flow is fully developed

u�0,y,z� = u�l,y,z� �3�

p�0,y,z� = p�l,y,z� + �p0 �4�
or constant heat flux, the temperature field is piecewise linear,
�0,y ,z�=T�l ,y ,z�+c, whereas for constant wall temperature
�0,y ,z�=��l ,y ,z�, where �= �T−Tw� / �T0−Tw�, and T0 is a refer-
nce temperature, often chosen as the bulk value. These may be
ombined to obtain �5�
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T�0,y,z� = c1T�l,y,z� + c2 �5�

c1 = �T0�0� − Tw

T0�l� − Tw
constant Tw

1 constant q̇w�
� �6�

c2 = � Tw�1 − c1� constant Tw

T0�l� − T0�0� constant q̇w�
	 �7�

Patankar Liu and Sparrow �6� transformed the state variables to
obtain a set of cyclic equations

��x,y,z� = ��x + l,y,z� �8�

This was achieved by defining a reduced pressure, p̃= p−�x. Mur-
thy and Mathur �7� proposed a rationale whereby � is adjusted
until a desired mass flux is obtained. For constant wall flux, a

reduced temperature, T̃=T−�x may also be defined. The reduced-
variable approach was subsequently adopted by numerous re-
searchers, for example Patankar and Prakash �8�. The user must
introduce volumetric sources into the transformed equations, and
also modify the wall boundary conditions. For constant Tw, the
nondimensional temperature, �, is the state variable. The � system
of equations is, however, complex as it involves the solution for
the local reference temperature. Kelkar and Patankar �9� subse-
quently proposed a primitive-variable formulation in temperature
�only� for the constant Tw problem. The present author also

worked with primitive variables, p, T �not p̃, T̃, �� in previous
work �5,10,11�. Periodic boundary conditions were implemented
by the addition of a slab of halo cells downstream �12–14�.

Present Approach
The problem to be addressed is the means whereby periodic

boundary conditions may be reduced to cyclic conditions in the
primitive-variable formulation, without the introduction of either
transformed variables or halo cells. This is achieved by imposing
slip conditions in the x direction.

Fluid Flow. For streamwise u momentum, an impulse or pres-
sure “shock” condition is imposed

S = AP�p0 �9�

along a single y-z plane of cells. Figure 1�a� illustrates the notion

Fig. 1 Slip boundary conditions for a staggered scheme, con-

stant wall flux

APRIL 2007, Vol. 129 / 60107 by ASME
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chematically. If it is desired that the bulk velocity, u0, or Rey-
olds number be prescribed, �p0 may be corrected according to
p0=�p0

*+�p0�, where �p0
* is the value at the previous iteration,

nd �p0� is a correction factor. Neglecting streamwise diffusion
nd applying an order-of-magnitude analysis yields

�p0� = �
u0
�u0 − u0
*� �10�

hich is similar to, but simpler than that given in Ref. �7�.

Heat Transfer. For the temperature field there is a slip in the
alues across the boundary faces, and it is necessary to prescribe
source/sink pair. The slip values are the differences between

ctual and apparent temperatures that would arise if the field were
ruly periodic. They are not necessarily equal and opposite. If the
ser has access to the neighbor values, �NB in Eq. �1�, in the CFD
olver, it is possible to directly add/subtract the �T slip values
rom the neighbors, TE and TW. If the user does not have access to
he solver, it is more convenient to introduce a pair of source
erms say, S=aW�TW at i=1, and S=aE�TE at i=nx. For the con-
tant q̇w� �Neumann� condition, �TW=−�TE=�T0. Figure 1�b� il-
ustrates schematically the source–sink pair. Although it is pos-
ible to directly set �T0= q̇w / ṁcp �6�, as a fixed flux �source�, the
uthor chooses to adjust the source term iteratively, until the up-
tream in-cell temperature reaches a desired reference value,
0�0�, with

�T0 = T0�0� − T0�l� �11�

here T0�l� is a fetched value, e.g., the bulk downstream value,
nd T0�0� is a prescribed value. This rationale works well under
ost circumstances, however, situations can arise where the

hoice of T0�0� is not arbitrary, but is a function of the boundary
alues.

For the constant Tw �Dirichlet� condition, the implementation is
imilar to that in Ref. �9�. The source terms are aW��c1−1�TW

c2� at i=1 and aE��1−c1�TE−c2� at i=nx, where TW is the west
eighbor at i=1 i.e., TP at i=nx, and TE is the east neighbor at i
nx, i.e., TP at i=1, and �TE�−�TW. The boundary conditions

or both Dirichlet and Neumann problems may be written as

S = ± aNB��c1 − 1�TNB + c2� �12�

here c1 and c2 are specified in Eqs. �6� and �7�, the subscript NB
efers to the east or west neighbor, and the linking coefficients aE
nd aW must be computed by the same scheme employed in the
FD solver.

Mass Transfer. The unit cell approach has also been applied to
ass transfer problems �15–17�, and may be used in heat transfer

roblems with injection/suction at the boundaries, where tempera-
ure �or enthalpy� replaces mass fraction, denoted here by �. A
onstant transformed substance state �Robin� boundary condition
s appropriate

S = ṁ��� − �w� �13�

here �� denotes � in the transferred substance state �18,19�.
omparison of Eqs. �2� and �13� reveal that if �w��P, the mass

ransfer problem is another instance of the linearized source term
ith C= ṁ and V=��. Differences between nodal and wall values

re easily dealt with using harmonic averaging of the coefficients;
.g., with S=aw��w−�P�, Eq. �2� is enumerated with C
ṁaw / �ṁ+aw�, and V=��. For low Péclet numbers aw=�A / 
P
w
; while at high Péclet numbers both convection and diffusion
ust be accommodated �17�. The constant transferred substance

tate boundary condition differs from constant value or flux. How-
ver in the limit ṁ→0, it reduces to a Neumann condition and in
he limit ṁ→�, it reduces to a Dirichlet condition. The reader
ill note that the linear wall condition does not necessarily have

o assume the form, Eq. �13�, but could also be expressed as
S = g�A��� − �w� �14�

02 / Vol. 129, APRIL 2007
where g� is a heat/mass transfer coefficient.
Equations �5�–�7� may thus be conveniently generalized for the

linear boundary condition

��0� = c1��l� + c2 �15�

c1 =
�0�0� − �w�0�
�0�l� − �w�l�

�16�

c2 = �0�0� − c1�0�l� �17�
The upstream wall value must be computed

�w�0� =
�0�0� + B�l���

1 + B�l�
�18�

B�x� =
�0�x� − �w�x�

�w�x� − ��

�19�

and it is tacitly assumed that the driving force �18,19� is cyclic,
B�l�=B�0�.

For low mass flow rates, no continuity modifications are re-
quired. At higher mass flow rates, injection/suction rates have a
significant impact on the crosswise 	 velocity, pressure gradients,
and scalar transport, and these can be captured only by including
continuity changes. A similarity velocity profile, u�0�=cu�l�, may
be presumed �17�. In the continuity/pressure–correction equation,
a mass sink equal and opposite to the source at the wall �or vice-
versa� is required, S=−�AP�c−1�u�l�. In the u momentum equa-
tions it is also necessary to introduce momentum slip terms, V
= ±aNB�c−1�uNB. The equations are further complicated because
the aNB coefficients include convection terms and must also be
modified. High mass transfer rate problems will be considered in
future work.

Example: Offset-Fin Heat Exchanger
The problem considered is conjugate laminar-flow heat transfer

in a three-dimensional offset-fin plate-fin heat exchanger as illus-
trated in Fig. 2. Solutions to this problem were provided in Refs.
�5,10� together with details of the geometry and fluid properties. A
domain of 2l
 p /2
b was tessellated with a mesh of 56
37

57 �118, 104� cells. Calculations were performed with a segre-
gated solver, staggered grid, and hybrid scheme �4�, using the
CFD code PHOENICS �20�. Figure 3 shows velocity vectors for
plan and elevation views of the heat exchanger design midway
between the fins at y= p /4 and the plates at z=b /2, respectively.
Figures 4 and 5 are contours of pressure, p, and temperature, T,
Fig. 2 Offset-fin plate-fin geometry
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Fig. 3 Velocity vectors „m/s… for Re=500
Fig. 4 Pressure „Pa… distribution for Re=500
Fig. 5 Temperature „°C… distribution for Re=500
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espectively, in the symmetry planes. Figure 6 shows the local
usselt number on the fin surface. It is a maximum at the front

enter of the fin, where shear is greatest and decreases rapidly as
he boundary layer develops. Figure 7 shows a comparison of p
nd T with values of p̃ and �, computed at the end of the calcu-
ations, along the center line y= p /4, z=b /2. It can readily be seen
hat these are cyclic. Overall friction and heat transfer factors
ere also computed �5,10�, and are compared to experimental
alues in Fig. 8. It can be seen that agreement is good for friction
actor, f , with some error apparent in heat transfer factor, j, con-
istent with values in Refs. �5,10�.

iscussion and Conclusions
Periodic boundary conditions may readily be prescribed for

roblems in fluid mechanics, heat, and mass transfer, in primitive
orm with cyclic boundary conditions, by associating periodic
oundary conditions with the slip values, introduced as source
erms. No equation transformations or new field variables are re-
uired, and standard wall boundary conditions may readily be
mployed. Either the mean pressure gradient, or the reference
elocity/flow Reynolds number may be prescribed. The method
evised to adjust the pressure jump based on a desired reference
ulk velocity or Reynolds number, Eq. �10�, was found to work
ell. The formulation is advantageous, not only for the constant
w �Dirichlet� condition, but also for the generalized heat/mass

ransfer �Robin� problem. Equations �15�–�19� are quite general

Fig. 6 Local Nusse

ig. 7 Dimensional pressure p „Pa… and temperature T „°C…, as
ell as reduced pressure p̃ „Pa… and nondimensional tempera-

ure �, for Re=500 along the symmetry line y=p /4, z=b /2
nd can be applied to problems containing a mix of different

04 / Vol. 129, APRIL 2007
linear coefficients and values. If two or more different conditions
are prescribed on different wall sections, driving force and up-
stream wall values are simply computed individually using Eqs.
�18� and �19�. Thus, cell-by-cell variations in the boundary values
and coefficients across the domain may be accommodated. A
method for modifying the continuity and momentum equations for
high rates of mass transfer was detailed, and will be implemented
in the future. Although the work presented here is based on a
finite-volume method, with structured mesh and staggered veloc-
ity scheme, the technique is quite general and may be readily
extended to situations where unstructured meshes, co-located vari-
ables, and finite-element analysis techniques are used to perform
flow-field calculations.
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Nomenclature
A � area, m2

a � coefficient in finite-volume equations
B � driving force
b � heat exchanger plate width, m
C � source term coefficient

Cp � specific heat, J/kg K

umber for Re=500

Fig. 8 Friction and heat transfer factors compared with experi-
mental data
lt n
f � friction factor
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g � heat/mass transfer coefficient, W/m2 K or
kg/m2 s

j � heat transfer factor
l � streamwise characteristic length, pitch, m

ṁ � mass flow rate, kg/s
T � temperature, K
q̇ � heat transfer rate, W

q̇� � heat flux rate, W/m2

u � streamwise velocity component, m/s
v � crosswise velocity component, m/s
w � crosswise velocity component, m/s
p � pressure, Pa, fin pitch, m
p̂ � reduced pressure, Pa

Re � Reynolds number
V � source term value

Vp � volume of cell P, m3

T � temperature, K

T̂ � reduced temperature, K
x � streamwise displacement component, m
y � crosswise displacement component, m
z � crosswise displacement component, m

reek Symbols
� � volumetric term, Pa/m
� � exchange coefficient, kg/m s
� � volumetric term, K/m
� � fin thickness, m
� � nondimensional temperature
� � density, kg/m3

� � generalized state variable
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Journal of
Heat Transfer Erratum

Erratum: “Thermal Conductivity of Metal-Oxide Nanofluids: Particle Size
Dependence and Effect of Laser Irradiation” and “The Role of the

Viscous Dissipation in Heated Microchannels”
†Journal of Heat Transfer, 2007, 129„3…‡

The two papers entitled “Thermal Conductivity of Metal-Oxide Nanofluids: Particle Size Dependence and Effect of Laser Irradiation”
nd “The Role of the Viscous Dissipation in Heated Microchannels” should have been placed under the category Micro/Nanoscale Heat

ransfer.
06 / Vol. 129, APRIL 2007 Copyright © 2007 by ASME Transactions of the ASME


	GUEST EDITORIAL
	RESEARCH PAPERS
	Review Paper
	Model Development
	Turbine Blade Cooling
	Micro/Nanoscale Heat Transfer
	Processes Equipment and Devices

	TECHNICAL BRIEFS
	ERRATUM


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


